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CHAIRMEN’S MESSAGE 

It is our pleasure to present you the Proceedings of the XV International Scientific and Technical 

Conference on Pattern Recognition and Information Processing (PRIP’2021), which was held in September 2021 

at the United Institute of Informatics Problems of the National Academy of Sciences of Belarus. 

The PRIP'2021 Conference has a long history. It began in 1991 as the First All-Union USSR Conference 

on Pattern Recognition and Image Analysis in Minsk. PRIP was organized alternately by IEIP, Belarusian State 

University, and Belarusian State University of Informatics and Radioelectronics, and to date, 15 conferences 

were held. 

2020 and 2021 have changed the international landscape affected by the Covid-19 pandemic. We are 

experiencing difficulties in meeting with our foreign colleagues, so we decided to hold PRIP'2021 purely online. 

This year, for the first time, the Conference had a motto: "Artificial Intelligence: Facing the Challenges".  

It is difficult to find an area of Computer Science, where machine learning methods are not applied now. But the 

main challenge was the need to preserve the traditions of a scientific event while changing both the format and 

approach to the organization. We had to take into account the fact that the world scientific and educational 

community has already developed certain standards for large-scale online events. 

This year, the Conference was held on a single track. 90 applications were submitted, but only 53 reports 

were accepted after peer-reviewing for presentation at the Conference. 75 speakers (including keynotes and 

invited speakers) from 18 countries took the floor. 

The topic of the Conference usually includes theoretical and applied aspects of computer vision, 

recognition of signals and images, the use of distributed resources, and high-performance systems. This year it 

has been significantly expanded with the issues of Artificial Intelligence. Belarusian scientists have their 

achievements both nationally and globally within the framework of large projects in this area. Of course, a 

feature of this conference was the speeches of famous foreign scientists, including Professor Ruslan 

Salakhutdinov from Carnegie Mellon University (USA), Professor Jos Roerdink from the University of 

Groningen (Netherlands), Professor Frederick Leymarie from the University of London (UK), Professor Henning 

Müller from the University of Geneva (Switzerland), Professor Axil Mosig from the Ruhr-University of Bochum 

(Germany), Dr. Andrei Gabrielian from the National Institute of Allergy and Infectious Diseases of NIH (USA). 

This year, the Conference partner was the GÉANT Association, which provides global connectivity for the 

needs of science and education. Within the framework of a GÉANT Session, participants were able to 

communicate with invited speakers from the Netherlands, Great Britain, Armenia, Italy, Greece, Poland, and 

Croatia. A highlight was the joint performance by Pierre-Philippe Mathieu, Director of the Ф-Lab Explore Office 

at the European Space Agency, and his colleagues. 

The concept of Artificial Intelligence is actively entering our daily life, but there are still discussions about 

the effectiveness of using these methods, as well as about possible abuses of AI technologies. It formed the basis 

for a virtual panel organized on the last day of the Conference by participants from Belarus, Armenia, Great 

Britain, Germany, and Croatia. 

We sincerely thank everyone who took part and helped us hold this large-scale online event in the 

scientific community of Belarus with international participation in the field of information processing and pattern 

recognition! We also would like to thank the organizing committee for the excellent work due to which this event 

took place! 

Prof. Alexander Tuzikov 

Prof. Sergey Ablameyko 

Minsk, October 8, 2021 
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Abstract. The paper is devoted to the methods of 

automatic parallelization and software optimization. The 

authors focus on parallelizing of computational loops. 

The problem of quickly choosing a partitioning method 

and determining its parameters is an urgent task. Its 

solution provides a reduction in software’s execution 

time for computing systems with multiprocessor 

architecture. To build an automated system for 

parallelizing programs, the authors propose to use 

Discrete Particle Swarm Optimization Method as an 

optimization method which allows to find a local or 

global minimum of program execution time regarding 

complicated relationship between tile sizes and execution 

time. The paper proposes an approach to optimizing the 

process of partitioning the iterative space of loop 

operators using the methods of Swarm Intellect. It uses 

partitioning by rectangular parts but has no fundamental 

restrictions on its use for other types of partitioning 

(triangles, parallelograms, rhombuses, etc.). Proposed 

method is called Smart Tiling Method. 

Keywords: parallel programs, program 

parallelization, loop parallelization, particle swarm 

optimization, tiling, smart tiling 

I. INTRODUCTION

Hardware and software are constantly being 
improved during entire period of development of 
computer technologies. At the same time with an 
extensive type of development also an intensive type of 
development is used. Considerable attention is paid to 
more efficient usage of available resources. For 
example, more efficient usage of resources of data 
center can have a significant impact on energy 
consumption. Thereby, an amount of electricity which 
is required for air condition and as a result an amount of 
financial costs will reduce. Effective usage of mobile 
devices allows to work longer without recharging and 
to use a hardware with better computing capabilities. 
Effective usage of embedded systems allows to expand 
of functionality and service capabilities of devices. 

Computational efficiency is a multifactorial 
characteristic. First, it is a measure of ability of 

hardware and compiler to implement high-level source 
code [1]. Second, computational efficiency can be 
defined as a fraction of actual processing performance 
relatively to peak processing performance available for 
given hardware. Third, the computational efficiency is 
based on efficiency of algorithms used by software. 
These factors can be applied to all computing systems – 
PCs, servers [2, 3], mobile devices [4], FPGAs [5], 
controllers, embedded systems [6] and so on. 

Computational efficiency is also considered in 
context of integration of computational hardware. For 
example, estimates of effectiveness of various options 
for creating of complex of computing facilities as 
system with predefined composition of equipment are 
given in [7]. The author considers such indicator as a 
coefficient of decrease of real performance which 
characterizes cost of computing performance for 
organizing of common work of computers or 
processors. 

𝐾𝑘 =
𝑃

∑ 𝑉𝑖
𝑁
𝑖=1

, (1) 

where Vi is effective performance of i-th computing

device for individual functioning and specific class of 
problems; P — same parameter for whole system; N – 
number of computers or processors. 

Efficiency of implementation of a certain algorithm 
or class of algorithms of computational system is almost 
completely determined by relation of structure of 
chosen algorithm and by structure of a system. For 
practical usage of computing systems, a flexibility of 
logical structure of algorithm and its ability to transform 
become especially important. 

II. THE PROBLEM OF LOOP PARALLELIZATION

In operator of computational loop which consists of 
𝑛 nested loops, a set of distance vectors is approximated 
by an integer number l from the interval [1, 𝑛]  ∪  {∞}, 
which is defined as the largest integer such that the first 
l–1 components of distance vectors are zeros. 
Dependence at level 𝑙 ≤ 𝑛 means that dependence is 
found on level l of nested loops, that is, on given 
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iteration of l–1 outer loops. In this case, dependence 
between iteration dependence and such dependences are 
called loop-carried on l level. If 𝑙 = ∞ , then 
dependence occurs inside of body of loop between two 
different operators. Such dependencies are called loop-
independent. Value l is called level of dependence. 
Analysis of computational loops, each of which is 
defined by its own index variable, yields a set of index 
variables which creates an index vector of nested loops 

𝐼 = (𝑖1, 𝑖2 ...., 𝑖𝑛 ).

For any loop in which index of loop I changes from 
L to U with a step S, an iteration number i is equal to the 
value (𝐼 −  𝐿 +  𝑆)/𝑆, where I is index value for this 
iteration [7]. 

For n nested loops, iteration vector I for innermost 
loop is a vector containing an integer number of 
iterations for each loop in order of nested loop. In other 
words, iteration number of a multidimensional nested 
loop is determined in accordance with the form        
𝐼 =  (𝑖1, 𝑖2 . . . . , 𝑖𝑛 ) , where 𝑖𝑘, 1≤𝑘≤𝑛, is a loop 
iteration number for nested level k. 

Definition. Iteration space is a set of all integer 
vectors 𝐼 = (𝑖1, 𝑖2 ...., 𝑖𝑛 ) which satisfies the inequality: 

U , = 1.. .i i iL x i n  , (2) 

Inequality (2) defines boundaries of loop which limit 
iteration space by a convex polytope. 

Thus, a model for representing of iteration space is 
defined, which consists of constraints that define 
boundaries of space, a set of nodes that corresponds to 
loop iteration, and a set of dependencies between 
iterations. Such model of iteration space which 
represents it as a convex polyhedron, is called a 
polyhedral model [8]. 

Task of parallelization is to divide iteration space 
into separate blocks, under which following conditions 
should be met, if possible: 

1) compliance with structure of computing system,
for example, take into account architecture and number 
of processors; 

2) ensure of same loading on system processors;

3) minimize connections between blocks of space,
ensuring their parallel execution. 

Considering variety of approaches for modification 
of computational loops, tiling method and its 
modifications should be noted. This method introduces 
additional loops which break entire iteration space into 
small blocks so called tiles. Calculations are performed 
first for each tile. Tile size is chosen in each case 
individually. This approach improves data locality 
which leads to more efficient use of cache and internal 

registers of processor and this can reduce loading on 
memory bus, faster computations and lower power 
consumption. 

In general, implementation of parallelization and 
optimization process is performed by converters, 
algorithms, methods that analyze a program code and 
convert it to semantically equivalent version which is 
more efficient by some set of optimization goals. It was 
shown in [1] some code optimization problems are NP-
complete or even such which cannot be solved. In 
practice, many of them are solved by heuristic methods 
and give a result in a satisfactory processing time for 
program code. 

Conversion of software to minimize or maximize 
some goal function, which in general form is 
represented by expression (3): 

𝑎𝑟𝑔𝑚𝑖𝑛
𝑥

𝑓(𝑥)  ∈  {𝑥 |∀𝑦 ∶ 𝑓(𝑦) ≤ 𝑓(𝑥)}. (3) 

Then, considering parallelization and software 
optimization as a process of directed application or 
selection of a finite number of methods with a finite set 
of parameters, it can be described by the expression (4): 

𝐹𝑖 = 𝑎𝑟𝑔𝑚𝑖𝑛( 𝑓(𝑴𝑙
⃗⃗ ⃗⃗  ⃗, 𝑷𝑘

⃗⃗⃗⃗  ⃗)), (4) 

where F is a target function, which can be one or several 
parameters requiring improvement – reduction of 
execution time, power consumption, program memory 
size, data, etc.; M is a set of possible methods for 
parallelization and optimization; P is a set of parameter 
values for these methods. 

Expression (4) means that for tiling of iteration 
space, it is necessary to use several appropriate methods 
with their own optimization parameters. The choice of 
methods can be preselected (defined explicitly or set by 
default) or determined by evaluating a code by using 
various metrics. 

Thus, process of dividing of iteration space into 
separate tiles is complicated by fact that a choice of a 
set of specific methods and their specific parameters is 
not predetermined and requires additional experiments 
to test effectiveness and their combinations. Through 
architectural features and limitations, selection of 
methods and their parameters is unique for each 
practical case. The authors propose Smart Tiling 
Method which is based on an optimization method by 
using swarm intelligence. 

III. SMART TILING METHOD FOR LOOP

PARALLELIZATION 

The development is based on a typical process that 
is used in Pluto software package [8]. Its main stages are 
shown in Fig. 1. This package includes several software 
modules. These modules are used one by one. First one 
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creates a polyhedral model based on source code of 
C/C++ languages, then Pluto package itself modifies 
this polyhedral model according to the specified 
methods of tiling and parallelization, then other 
software modules simplify resulting model without 
changing of lexicographic sequence, and at the last 
stage program modules create a source code of C or 
C++ programming languages according to obtained 
model. 

Fig. 1. Parallelization and optimization in Pluto 

To efficiently divide of iteration space of loop 
operators, it is necessary to choose appropriate method 
that will give the maximum computational performance 
and find corresponding parameters of this method. For 
the approach which is shown in Fig. 1 it depends on 
efficiency of partitioning methods implemented and on 
experience of software developer. Nevertheless, 
automation of this process brings its additional effects 
on inefficiency of transformations. Therefore, it’s 
necessary to investigate and develop some approaches 
to implementation of parallelization and program 
optimization. 

Process of choosing of parameters for tiling of 
iterative space is performed on the stage of modifying 
of polyhedral model. The experiments presented in [9] 
show complex dependence of computational efficiency 
on tiling method and size of tiles into which space is 
partitioned. After determination of minimum of this 
function a method of tiling and tiles’ sizes can be 
obtained. 

The authors, in order to find the minimum of the goal 
function, proposed to use optimization method of 
swarm intelligence, namely Particle Swarm 
Optimization Method [10]. By using of discrete version 
of the method, the authors propose an intelligent method 
for partitioning of iterative space of loop operators in 
software programs. This will reduce searching time for 
optimal solution when parallelization algorithms for 
multiprocessor computing systems. The authors 
performed the experiments for programs written in 
C/C++, but there are no significant restrictions to use for 
other languages. 

Smart Tiling Method, as shown in Fig. 2, uses 
Discrete Particle Swarm Optimization Method to find 
the best tiling block sizes by iterative size choice. Next, 
effectiveness of chosen tile sizes is evaluated by 
compiling and measuring of execution time of computer 
program. According to result of evaluation, parameters 
of particle swarm are modified. This algorithm is quite 
flexible and allows to use different versions of tiling 
methods. There are possible two approaches for tiling – 
standalone and with parallelization together. 

Fig. 2. Smart Tiling Method based on Discrete Particle Swarm 

Optimization Method 
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IV. THE EXPERIMENTS

For the evaluation of impact of various methods of 
tiling of iteration space on execution time, a lot of 
experiments were performed on various hardware 
platforms. The first experiments were performed on a 
single board computer Raspberry Pi 3 (quad-core ARM 
Cortex-A53 CPU, 1.2 GHz, 32KB L1 cache, L2 
512KB, 1GB LPDDR2 900 MHz memory). Another 
series of experiments was verified on the desktop PC 
with Intel processor (Intel® Core ™ i5-4670K quad-
core CPU, 3.4 GHz, 4x64KB L1 cache, L2 4x25.26KB, 
L3 6MB, 16GB DDR3 1333 MHz memory). The 
package of functions Polybench 4.1 [11] was chosen as 
set of the test programs. This package contains about 30 
small test programs written in C, in which various 
classes of algorithms are implemented – operations with 
vectors, matrices, linear algebra, signal processing. 
Some experimental results are given in [9]. 

A series of experiments was performed to test an 
efficiency of optimizing on execution time of test 
programs by using of Smart Tiling Method. Smart 
Tiling Method was used for several tiling methods of 
Pluto package, namely “tile”, “innerpar”, “parallel”. 
The obtained data were normalized taking into account 
the initial execution time of the test programs and are 
shown in Fig. 3 and 4 as diagrams. 

Fig. 3. Relative execution time with “tile” method in comparison 

with Smart Tiling Method 

To accelerate preparation of software for computing 
systems with multiprocessor architecture, usage of 
automated parallelization and program optimization 
systems is an urgent and promising task. Potential effect 
on microprocessor control systems, IoT systems, 
embedded systems, mobile devices, and so on should be 
emphasized. 

Fig. 4. Relative execution time with “tile”, “innerpar” and 

“parallel” methods in comparison with Smart Tiling Method 

Polyhedral model for representing of iteration space 
of loop operators is formed by a system of constraints 
on loop variables and is N-dimensional convex 
polyhedron. This is of many approaches to analysis and 
parallelization of program loop operators. It is 
promising for building an effective system for 
parallelizing of loop parts of algorithms. 

V. CONCLUSIONS

Analysis of methods for dividing of iteration space 
into parts or tiling method shows a complex dependence 
of program execution time and, thus, computational 
efficiency on parameters of tiling. Usage of 
optimization methods to find minimum of goal function 
makes it possible to speed up a process of program 
parallelization. For this Smart Tiling Method based on 
Discrete Particle Swarm Optimization Method is 
proposed. The method allows to speed up searching a 
solution by choosing the parameters of tiling method. 
This allows to improve performance of programs due to 
better choosing of parameters and thus faster program 
execution. Experiments show the effectiveness of the 
method for 2-dimensional case. For certain classes of 
problems, it’s possible to get up to 15 times 
improvement in performance. 

The developed method for optimizing of partitioning 
of iteration space of program loop operators, which the 
authors investigated for the 2-dimensional case of tiling 
of iteration space into rectangular parts, has no 
fundamental restrictions on its to use for other types of 
partition (triangles, parallelograms, rhombuses, etc.). 
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Abstract. The problem of converting a flat transistor 

circuit into a hierarchical circuit of logical gatesis 

considered. The problem arises in layout versus 

schematic verification and reverse engineering of 

integrated circuits. The offered subcircuit recognition 

algorithm collects transistors into gates without using 

any predefined cell library. Graph-based methods are 

proposed for solving some key problems of subcircuit 

(CMOS gates) recognizing and logical network 

extraction. The presented graph methods have been 

implemented in C++ as a part of a decompilation 

program, which was tested using practical transistor-

level circuits. 

Keywords: VLSI layout verification, reverse 

engineering, subcircuit extraction, graph matching 

I. INTRODUCTION

Modern digital circuits contain up to a billion 
primitive elements at the transistor level, and the 
circuit complexity is rapidly increases while time-to-
market is imposed to decrease. Typically, digital 
system designers move from a gate-level netlist to a 
physical layout and mask and rarely proceed in the 
opposite direction. However, in recent years the study 
of reverse engineering of digital circuits has become 
increasingly important. 

The step toward raising the level of circuit 
description is performed by decompiling transistor 
circuit to replace its representation at a low (transistor) 
level with a higher-level representation (logic gate 
level). Tools for solving the task can be used for 
supporting many tasks of designing integrated circuits, 
such as functional verification [1], fault simulation and 
automatic test pattern generation [2], hardware Trojan 
detection [3], circuit reengineering [4], static timing 
analysis, etc. At first, the main application of the 
means of transistor circuit decompilation was 
verification of the software implementations and 
finding logical bugs. In recent years, the validation of 
the integrity of untrusted design becomes a pressing 
issue. It is recognized, reverse engineering techniques 

can help detect hardware Trojans and malicious design 
changes [3]. 

In the paper we consider the problem of extraction 
of logical networks from transistor-level circuit netlists 
in SPICE. In graph interpretation, the problem is 
formulated as recognition of subgraphs corresponding 
to logical gates and other subgraphs that are often 
encountered in a given graph. The problem complexity 
was thought to be tremendous, but VLSI transistor 
netlists tend to be sparse enough and have the specific 
structure, so runtimes did not grow unreasonably, 
because a sensible data structures and data processing 
methods were adopted. 

There were many attempts to solve the problem of 
extracting the hierarchy of large-scale subcircuits from 
a transistor circuits for various VLSI technologies, 
restrictions, solution methods. An overview of known 
approaches can be found in [5, 6]. Some methods of 
logical network extraction are based on structural 
recognition and use rule-based methods in which 
CMOS gate structures are recognized as channel 
connected sequences of MOS transistors [5, 7]. The 
other approaches [8] are based on mapping 
transistorlevel circuit into a graph and treating 
subcircuit pattern matching problem as subgraph 
isomorphism one. Some methods suppose that 
subgraphs to be found are known and the problem is 
reducible to pattern recognition [8]. 

The proposed paper presents methods and 
decompilation program for the most general case with 
no predefined cell library. Moreover, the methods 
make it possible to recognize subcircuits that 
implement the same logical functions but are not 
topologically isomorphic. The method is based on 
solving well-known graph problems, which are 
modified to process large transistor-level descriptions 
in a short time. The presented graph methods have 
been implemented in C++ as a part of a decompilation 
program, which was tested using practical transistor-
level circuits. 
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II. TRANSISTOR CIRCUIT REPRESENTATION

The source and resulting circuit netlists are 
presented in SPICE (Simulation Program with 
Integrated Circuit Emphasis) format [2]. The main part 
of the circuit netlist in the format is the list of 
transistors, in which each transistor terminal (drain, 
gate, source and substrate) is indicated by the label of 
the net connecting it with the rest of the circuit: M 
<name><nd><ng><ns><nb><model-name>,where M 
and «model-name» are the title and the type of the 
transistor; nd, ng, ns and nb are the labels of nets 
connected with its drain, gate, source and substrate 
terminals. For example, the transistor instance 
description «mp 2 1 3 3 P» is an abbreviated notation 
for the pairs (mp.d, 2), (mp.g, 1), (mp.s, 3), (mp.b, 3), 
in which the name «mp» of p-MOS transistor is taken 
out and the names of its terminals are omitted. 

This netlist format defines an electrical circuit as 
consisting of elements connected to each other by nets. 
The convenient natural way to represent such circuits 
is to use an undirected bipartite graph G = (V1, V2, E), 

V1 V2 = , were vertices are divided into classes V1 
and V2. The vertices fromV1 correspond to transistor 
terminals and circuit ports (primary inputs and 
outputs), and the vertices fromV2 correspond to nets, 
i.e. connections between the terminals. Each edge 

e  E has one end in V1 and the other in V2. 

III. DEFINITIONS AND NOTATION

As stated above, transistor circuits are modeled as 

bipartite graph G = (V1, V2, E), V1 V2 = . 
Throughout this paper we assume that the graph is 
undirected and vertex-colored, i.e., each vertex has a 
color associated with it, that is drawn from a 
predefined set of vertex colors L(V). Transistor-level 
circuits made by CMOS technology have several types 
of their nodes: terminals (drain, gate, source and 
substrate) of n-MOS and p-MOS transistors, 
input/output ports (external nets), power supply 
terminals (Vdd and Gnd) and internal nets. So each 
graph vertex corresponding to n-MOS terminal is 
assigned by one of the first four colors, p-MOS 
terminal is assigned by one of next four colors. Then 
input/output ports, Vdd and Gnd nets, internal nets 
have unique colors. 

The graph corresponding to a MOS circuit is 
connected (there is a path between any pair of vertices 
in the graph) and sparse. Two bipartite colored graphs, 
G1 = (V1

1, V2
1, E1) and G2 = (V1

2, V2
2, E2), are 

isomorphicif there is a one-to-one mapping f: V1
1 V1

2 

and V2
1 V2

2 between vertices of graphs such, that for 

each v V1
1  V2

1L(v) = L(f(v)) and each edge in E1 is 
mapped into a single edge in E2 and vice versa, i.e. (v, 

u) E1iff(f(v),f(u)) E2.

Given graph Gs = (Vs, Es) is a subgraph of 

G = (V, E)if Vs V and Es E. Two subgraphs G1 = 
= (V1, E1) and G2 = (V2, E2) of a graph G are called 
edge-disjoint if they do not share edges, i.e., they use 

different sets of edges from E: E1 E2 = . 

IV. GRAPH-BASED FORMULATION OF SUBCIRCUIT

EXTRACTION PROBLEM 

The proposed subcircuit extraction application 
begins with the construction of a graph model from the 
SPICE description and hierarchical hash tables for 
storing the syntax elements of the analyzed circuit [9]. 
After that, a preprocessing of the circuit is performed, 
during which some standard fragments are searched 
for. For example, identification of groups of identical 
MOS transistors (with the same signals supplying their 
terminals), connected in series or in parallel, pass gates 
is fulfilled. 

The goal of the transistor circuit decompilation is to 
recognize subcircuits, which implement logic gates, or, 
if we cannot, to split the circuit into sufficiently large 
subcircuits that look like as logic gates In graph 
interpretation the problem is solved by partitioning a 
graph into sufficiently large edge-disjoint subgraphs in 
such a way, that they can be partitioned into the 
minimum number of classes of isomorphic graphs. 

The algorithm realizes two-step process. First, it 
uses rule-based structural approach in which CMOS 
gate structures are recognized as channel connected 
sequences of transistors. Then frequent subcircuit 
pattern recognition is done to gather the rest transistors 
into restricted number of identical functional blocks. 
Finally, the set of all subcircuits, both implementing 
and not implementing CMOS gates, is partitioned into 
classes of topologically identical. Subcircuits of the 
same class represent the same functional block in 
resulting hierarchical description of two-level 
decompiled circuit. In graph interpretation the task is 
to classify subgraphs into classes of isomorphic. 

As result of the mentioned steps performing, a 
hierarchical mixed gate-block-transistor netlist is 
generated. In the next step, the extraction of logic 
network from the hierarchical transistor-level circuit is 
done. That makes it possible to recognize more 
complex elements than gates. In graph interpretation 
the task is to extract (out of undirected graph) 
connected subgraphs only with those vertices that 
correspond to CMOS gates, and to convert the 
resulting undirected subgraphs into oriented ones. 

V. PARTITIONING A GRAPH INTO CONNECTED

SUBGRAPHS 

In MOS transistor circuit, correct subcircuits are 
among channel connected sequences of transistors. So, 
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first, the proposed method of the subcircuit recognition 
algorithm uses the structural approach to divide the 
transistor-level circuit into subcircuits, that are channel 
connected sequences of transistors, as well as in [5, 7]. 
A group of channel connected transistors is a cluster 
with three types of external connections: the cluster 
inputs are fed only to the transistor gates; the outputs 
are supplied only outside the cluster; there are 
connections to Vdd and Gnd terminals. Fig. 1 shows 
an example of grouping transistors into two channel 
connected components. 

Fig. 1. Channel connected components of MOS transistor circuit 

The task of recognition of the clusters is solved on 
a graph H, obtained from the introduced graph 
G = (V1, V2, E) by removing gate terminals of 
transistors; by introducing local Vdd and Gndnets 
(with unit vertex degrees) instead of global ones and 
by shorting the drain and source terminals for each 
transistor. 

In graph interpretation, channel connected groups 
of MOS transistors correspond to edge-disjoint 
connectivity component of the graph H. The search for 
graph H connectivity components is done by using the 
well-known depth-first search (DFS) algorithm that 
starts at some arbitrary unconsidered vertex and 
explores paths from it as far as possible along each 
branch before backtracking. Reaching a backtracking 
results in a new connectivity component. When 
implementing the DFS algorithm, the initial graph 
G = (V1, V2, E) is not transformed explicitly into the 
graph H. Instead, the DFS algorithm was tuned to the 
modification of data structure for storing the graph G. 

VI. LOGIC GATE STRUCTURAL RECOGNITION

The CMOS gate consists of two blocks separated 
by a connection net (output net) (Fig. 2). The first 
block is formed by n-MOS transistors (pull-down 
network), which are connected in series by their 
source/drain terminals. The second block is formed by 
p-MOS transistors (pull-up network), which are 
connected in parallel. The pull-down network is placed 
between the connection node and Gnd, and the pull-up 
network between Vdd and the connection node. The 
conductivities of the blocks are complementary, no 

matter what the input signals (on transistors gates) are, 
there is a valid path to output node either from Gnd or 
from Vdd. 

A CMOS gate is a group of channel connected 
transistors; the opposite is not always true. The 
necessary conditions for the group to belong to the 
class of CMOS gates are the following ones: the only 
chain connecting the pull-down and pull-up groups is 
the output (connection) node; all paths from the 
connection node go to Gnd or Vdd; pull-down and pull-
up networks have the same number of transistors and 
implement mutually inverse functions. For instance, the 
right group of channel connected transistors in Fig. 1 is 
a NAND gate, but the left one is not. 

Fig. 2. CMOS gate: its transistor structure and implemented 

function 

Thus, among channel connected components, there 
are those that implement standard CMOS gates. Their 
pull-down and pull-up networks have the same number 
of transistors and implement mutually inverse 
functions. The task is to find out such subcircuits and 
their functionality. 

In graph interpretation it consists in tracing all 
paths between vertices corresponding to connection 
node and Gnd (or Vdd). Each path gives a conjunction 
of the conductivity variables fed to gate terminals of 
the transistors from the path. The OR of all such 
conjunctions yields disjunctive normal form (DNF) for 
the expression. If the conductivity functions fn and fp of 
pull-down or pull-up networks are complementary 

( pn ff  ) then the analyzed channel connected group 

is a CMOS gate. 

To classify CMOS gates extracted from the 
transistor circuit, it is convenient to represent the 
recognized functions as parenthesized algebraic 
expressions. Such a form is constructed by the 
algebraic factoring of the found DNF [9]. For the 
CMOS gate in Fig. 2 we have 

Vdd

GndGnd

Vdd

16

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



dcbadbcacfn  )( , dcbadcdbaf p )( 

and pn ff  . Thus, it is standard NOAO2 CMOS gate. 

Transistor subcircuits of CMOS gates are divided 
into classes of functionally identical according to the 
formulae of implemented logic functions. 

Often it is important to take into account not only 
functional aspect but the topological one too. The 
aspect requires dividing a class of functionally 
equivalent CMOS gates into subclasses of 
topologically equivalent ones. Some features of the 
topological implementation of circuits at the transistor 
level, which must be taken into account are given in 
[9]. For example, we should take into account the 
interchangeability of drain and source terminals of 
MOS transistors which results in existence of 
topologically different subcircuits that implement the 
same logic function. For instance, there are four 
subcircuit variants for a CMOS inverter. If, in a 
decompiled circuit, all variants of a logic gate 
subcircuit are represented by the same subcircuit, then 
the decompiled and original circuits will be 
topologically not isomorphic. Topological equivalence 
of CMOS gate implementations can be established by 
checking whether the corresponding graphs are 
isomorphic or not. 

VII. GRAPH ISOMORPHISM AND CANONICAL

LABELING 

One of the key operations required to partition the 
set of subgraphs into classes of isomorphic ones 
consists in checking whether two subgraphs are 
identical or not. One way of performing this check is 
to perform a graph isomorphism operation. But in our 
case, when many such checks are required for the 
same set of subgraphs, a better way of performing the 
task is vertex canonical labeling. It assigns to each 
graph a unique code (a sequence of bits) that is 
invariant on the ordering graph vertices. Comparing 
canonical labels allows to partition the set of graphs 
into classes of pairwise isomorphic graphs. 

In general, calculating canonical labels is 
computationally hard, but in our case, the complexity 
of the task is reduced due to taking into account special 
properties of subgraphs under classification: they are 
vertex-colored, sparse and small enough. Canonical 
labels of graphs, makes it is possible to sort them in a 
unique and deterministic way. 

Canonical labeling is done in an iterative manner in 
the process of building a sequence of vertex partitions 
that defines an ordering of the graph vertices. Assume 
we have an ordered collection of subsets of the vertices 
(V1, V2,…, Vk), whose union is V. They say that all 
vertices from the same subset Vi have the same label i. 

The set of these subsets represents the partition on the 
set of graph vertices, constructed from the initial 
partition that is specified by colors and degrees of 
vertices. 

At first, the number and sizes of these subsets Vi 
must be the same for both compared graphs, i.e. the 
graphs have identical partitions of the set V. Then we 
repeatedly apply a relabeling step, which assigns to 
each vertex v a classifier: C(v) = (n1, n2,…, nk), where 
ni is the number of vertices in subset Vi that are 
adjacent to v. Using these classifiers, each subset Vi can 
be partitioned into subsets, where each subset should 
include all vertices with the same classifier. These 
subsets are lexicographically ordered according to their 
classifiers. If a division has been fulfilled, then all 
classifiers are recalculated (and vertices are relabeled). 
No division will be done if all vertices in each subset 
Vi have identical classifiers. 

It is clear from the description that the essential 
idea is to relabel vertices so that each new classifier 
reflects information about a gradually increasing 
region around the vertex. In an ideal situation, after 
exhaustive applying the relabeling process, all subsets 
in partition (V1, V2,…,Vk) will become singletons 
(containing exactly one member), such a graph 
canonical labeling is called discrete. If two compared 
graphs have the same canonical labeling then they are 
isomorphic with each other. 

VIII. GRAPH-BASED SUBCIRCUIT

RECOGNITION METHOD

After structural recognition of logic gates and pass 
gates there are two main unrecognized groups of 
transistors. They are separate ungrouped transistors 
and found channel connected components of MOS 
transistors, which have been not recognized as CMOS 
gates, so they are assigned to be pseudo gates. In our 
case when there is no cell library, all we can do is to 
classify remaining pseudo gates into classes of 
pairwise identical subcircuits. 

In graph interpretation the task consists in testing 
isomorphism between graphs by means of comparing 
their canonical labelings. To simplify the canonization 
problem, the subcircuit graphs are complemented with 
edges connecting all four terminals for each transistor. 
As the prototype of the program for computing 
canonical isomorphs, the program «bliss» [10] has 
been modified that provides fast handling of large and 
sparse graphs. The experiments with the program of 
graph canonical labeling have shown that the 
canonization of pseudo gate graphs results in 
becoming discrete canonical labelings. 

The graphs of pseudo gates with the same initial 
partitions on the set of its vertices are considered one 
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by one. For each of them, a canonical labeling is 
generated and a hash of the canonized graph is 
computed. Graphs with equal hashes are isomorphic 
and they are changed in a hierarchical SPICE 
description with their canonical isomorph. 

IX. LOGIC NETWORK CONSTRUCTION

The next step is to extract from the mixed circuit a 
logical network which consists only of CMOS and 
pass gates. In graph interpretation, logical network is 
directed connected graph H = (W, A). The set of 
vertices W is partitioned into three subsets: network 
inputs and outputs, and internal vertices. Each vertex is 
labeled with input or output variable, or, if it is internal 
vertex, with the function realized by the corresponding 

gate. A directed edge a = (u, v) A goes from the 

source vertex u to the target vertex v (u, vW). Further 
we consider that graph H = (W, A) is specified by the 
adjacency list, i.e. an array D of the length |W| where 
each entry D[i] is a pointer to a linked list of all the 

out-neighbors of vertex wi W. 

The connected graph H = (W, A) is extracted from 
undirected bipartite graph G = (V1, V2, E) 
corresponding to the object mixed circuit. Graph H is 
contained in G as the connected component C that 
includes only vertices corresponding to CMOS or pass 
gates. There can be more than one such a component 
in a graph G. Each undirected connected subgraph 
corresponding to a connected component in an 
undirected graph G is transformed into a directed 
connected graph Hi = (Wi, Ai) of some logical network. 
The transformation is carried out in the process of 
traversing the subgraph along the paths in-going or 
out-going from the vertices labeled as gates. 

The search of the next connected component C 
begins with any unconsidered vertex labeled as gate 
and is done by the breadth-first search (BFS) method 
considering only vertices labeled as gates. BFS allows 
not only to find out a connected component C, but also 
to get its topological sorting, which orders the vertices 
so, that the ordering respects reachability. In other 
words, if a vertex u is directly reachable from v, then 

the edge (u, v) E generates (v, u)  A, and if the 
vertex v belongs to the i-th graph rank then the vertex 
u belongs to the (i+1)-thrank. The proposed method
provides to extract logic network that is ranked
lexicographically. From a lexicographically ordered
network of logical gates, it is easy to pass to the
formulas of logical equations that specify the output
functions of the network.

The next task connected with the logic network 
extraction is to determine its primary inputs and 
outputs. It is solved by considering fan-ins and fan-
outs for all vertices of the graph H = (W, A). If all 

vertices from both fan-in and fan-out of some vertex 

v W are labeled as gates then the vertex v is an 
internal one. Non-internal vertices are referred to 
primary inputs or primary outputs, depending on 
which of the fan-in and fan-out sets contains a non-
internal vertex. 

After the gate-level networks are extracted it is 
possible to recognize more complex elements, than 
gates, when a cell library is known. 

X. CONCLUSION

In the paper we present graph-based methods for 
solving the task of extracting gate-level circuits from 
transistor-level descriptions for the most general case 
when any predefined cell library of logic gates is 
unknown. We have used well-known graph methods, 
modifying them so that they process large data of 
special types in a short time. The proposed methods 
were implemented in C++ as a part of a decompilation 
program. The program was tested using practical and 
automatically designed transistor-level circuits. The 
tested circuits had up to 100000 transistors. Some 
results of experiments can be found in [11]. 
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Abstract. Raw data in modern machine learning 

usually appear as similarities or dissimilarities between 

members of a limited set. A positive definite similarity 

matrix represents a limited set of elements immersed in 

some metric space with dimensionality right up to the 

matrix size with similarities considered as scalar 

products. In a case of a nonpositive definite similarity 

matrix, it needs metric correction of similarities to be 

considered as scalar products. The known discrete 

Karhunen-Loeve expansion is usually used to reduce the 

dimensionality of the similarity matrix by removing 

eigenvectors corresponded to negative eigenvalues. As a 

result, a new similarity matrix of the reduced size is 

calculated to immerse members of a limited set in a 

reduced space of eigenvectors corresponded only to 

positive eigenvalues with data dispersion reduced. 

According to an orthogonal decomposition based metric 

correction here, it is proposed not to remove, but change 

negative eigenvalues to become positive ones. As a 

result, such an optimal correction preserves the 

dimensionality and dispersion of raw data. 

Keywords: similarity matrix, orthogonal 

decomposition, eigenvector, eigenvalue, Karhunen-

Loeve expansion  

I. INTRODUCTION

Let raw data be presented by a similarity matrix of 
a set of a limited size. It is known, the positive definite 
square matrix has the positive determinant and their 
eigenvalues are positive too [1]. In this case the set 
members can be represented in some multidimensional 
coordinate space by vectors with distances and scalar 
products between them calculated based on the cosine 
theorem.  The end points of normalized vectors appear 
to be arranged on the hypersphere of the unit radius. 
For all positive scalar products all corresponding 
vectors are located in the positive quadrant of the 
coordinate space. 

This work is supported by RFBR Grants 20-07-00055, 

19-07-01178.

In the mathematical sense, paired comparisons must 
be immersed in some metric (Euclidean) space. This is 
the well-known theoretical problem [2]. Under modern 
conditions, this problem becomes practical in machine 
learning, data mining, image processing, etc. [3]. 

Nevertheless, empirical functions for paired 
comparisons are usually not correct mathematical 
functions of distances or similarities. Using of them 
usually results in so-called metric violations in the set 
configuration in some space. Hence, it needs to recover 
metric by correction of paired comparisons. Violations 
appear in negative eigenvalues of the similarity matrix 
of the set elements. 

We have developed before and today we are 
improving the novel end-to-end correction technology 
for optimal recovering of a violated metric. As a result, 
the positive definiteness of the corrected matrix is 
achieved [4–8]. 

The originality of such approach consists in the 
following. Indeed, each metric violation is connected 
with some member of the set which is supposed to be 
responsible for the violation. This approach differs 
from the well-known multidimensional scaling 
problem, since it doesn’t need to recover explicitly the 
feature space itself. 

In this paper, another approach is proposed based 
on the known Karhunen-Loeve expansion in terms of a 
system of orthogonal functions. It is known, we face 
the problem of the spectral decomposition of a square 
matrix based on their eigenvectors [1]. 

II. DECOMPOSITION OF A MATRIX OF SCALAR

PRODUCTS BASED ON ORTHOGONAL VECTORS

Let the set of n objects be represented by the 
normalized matrix ( , )S n n  of paired comparisons with 

elements 1iis  for the main diagonal and values 

0 1ijs  or 1 1ijs   for others.

The spectral decomposition of the nondegenerated 

matrix ( , )S n n  has the form ,TS A A   where 
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1( , ) ( ,... )nA n n  a a is the orthogonal matrix 
1TA A A A E   of eigenvectors-columns

1( ,... )T

i i nia aa , | | 1i a , ( , )E n n is the unity matrix, 

( , )n n  is the diagonal matrix of eigenvalues sorted in 

the decreasing order. 

It is known, the set represented by the matrix 
( , )S n n  is correctly immersed in some metric 

(Euclidean) space of the dimensionality not more than 
n, and the matrix itself consists of normalized scalar 
products of the set elements. 

It needs to note immediately, the raw data matrix 
( , )X n m and the corresponding feature space m with 

the dimensionality m n are not presented here. We
suppose they have been lost, otherwise scalar products

of objects ( , ) (1/ ) TS n n m XX  would be properly 

calculated. 

It is easy to see that TA SA   with tr tr S n  

based on the decomposition of the nondegenerated 
normalized matrix S  of scalar products of objects. 

III. CORRECTION OF METRIC VIOLATIONS

In data analysis problem, the decomposition in 
terms of orthogonal vectors usually used for a 

correlation matrix of features ( , ) (1/ ) TR m m m X X  

targeted to reduce the dimensionality of the space of 
eigenvectors of the matrix ( , )R m m  to the new value 

m m   in different tasks. 

In particular, the noncorrect matrix ( , )R m m  has 

negative eigenvalues. Hence, the projection of the 
initial data matrix ( , )X n m  in the new orthogonal 

subspace 'm  is usually used. The new dimensionality 
is defined only by positive eigenvalues 

1 '... 0m    

of the initial decomposition (it is the so-called discrete 
Karhunen-Loeve expansion [9]). The new correlation 
matrix ( , )m m    has the diagonal form, where 

1

m

i
tr m m




      . 

Note, such the projection requires the data matrix 
( , )X n m to get the new one ( , )X n m  . In this case, the

dispersion of raw data (the total dispersion of 
normalized features) is reduced to m m  . 

Unlike the classical approach, the spectral 
decomposition in our investigation is used for the set 
members represented only by scalar products or non-
negative similarities (scalar products in the positive 
quadrant of a metric space) ( , )S n n . It doesn’t matter, 

what they are: features or objects themselves. 

In a case of metric violations in the set 
configuration in hypothetical space (we have not it), 

the spectral decomposition TS A A   of the matrix 

( , )S n n  has negative eigenvalues. 

In this paper, it is proposed not to reduce initial 
data, but replace negative eigenvalues in the 
decomposition by the appropriate positive ones to get 

as a result the new matrix ( , )n n  of the same 

dimensionality.  After that, the matrix ( , )S n n  is 

recovered in the form of TS A A  . 

Note, the new matrix S  appears to be 
nonnormalized, since their diagonal elements appear to 

be more, than 1. Therefore, .tr tr S n   After the 

transformation ˆ /ij ij ii jjs s s s , the decomposition of 

the corrected matrix ˆ( , )S n n is specified as ˆ ˆ ˆˆ TS A A  , 

ˆˆtr tr S n   , where eigenvalues and eigenvectors 

take the final form. 

In fact, based on this approach any set of 
eigenvalues can be modified by any other values to 
eliminate not only negative eigenvalues. 

Note, based on such the approach, it is possible to 
formulate any suitable problems to find the 
corresponding set of eigenvalues for similarity 
matrices, for example, to provide the right level of the 
conditionality for the corrected matrix (we demonstrate 
it below), etc. 

Additionally, the raw similarity matrix can have 
other type of violations, where non-diagonal elements 
exceed diagonal ones by the module. In this case, the 
correction recovers the matrix too. Naturally, the raw 
matrix must be of the full rank. In other case, the 
matrix dimensionality needs to be reduced before the 
correction. 

IV. USING THE PROPOSED APPROACH

ON REAL DATA 

Let the correlation matrix (11,11)S  be given. It 

represents statistical interconnections between power 
of biorhythms of 11 frequencies in a brain like alpha-, 
beta-, and theta-rhythms in electroencephalograms.  

Psychologist V.D. Nebylytsin obtained such data 
[10] during his investigations of light-sound sensations
imposed by rhythms

1      0.562  0.568  0.152  0.347  0.250  0.264 -0.020 -0.212 -0.086 -0.076  
 0.562  1      0.784  0.057  0.196  0.218  0.009 -0.017 -0.002  0.163  0.284  
 0.568  0.784  1      0.288  0.475  0.264  0.066  0.144  0.114  0.228  0.151  
 0.152  0.057  0.288  1      0.686  0.293  0.034  0.048 -0.069 -0.064  0.175  
 0.347  0.196  0.475  0.686  1      0.429  0.070  0.152  0.036  0.028  0.216  
 0.250  0.218  0.264  0.293  0.429  1      0.788  0.197  0.154  0.109  0.035  
 0.264  0.009  0.066  0.034  0.070  0.788  1      0.109  0.054 -0.002 -0.018  
-0.020 -0.017  0.144  0.048  0.152  0.197  0.109  1      0.807  0.830  0.699 
-0.212 -0.002  0.114 -0.069  0.036  0.154  0.054  0.807  1      0.904  0.728 
-0.086  0.163  0.228 -0.064  0.028  0.109 -0.002  0.830  0.904  1      0.768 
 -0.076  0.284  0.151  0.175  0.216  0.035 -0.018  0.699  0.728  0.768  1

. 
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This matrix contains ten positive eigenvalues 
3.636340, 2.827085, 1.611613, 1.358204, 0.515165, 
0.412792, 0.278171,  0.164165,  0.151054,  0.069977, 
and the last negative eigenvalue -0.024566. We have 
already studied this matrix in order to correct it and 
determine the optimal conditionality based on the end-
to-end metric correction technology [6-8]. 

Replacing a negative eigenvalue with a practically 

zero value 510 gives, after normalization, eigenvalues 
3.629217, 2.821157, 1.605834, 1.355937, 0.514139, 
0.411444, 0.277702, 0.163727, 0.150881, 0.069932, 
0.00003, and the corrected matrix 

1       0.558  0.568  0.152  0.346  0.251  0.263 -0.021 -0.212  -0.086 -0.074 
0.558  1       0.776  0.058  0.198  0.212  0.013 -0.015 -0.0001  0.164 0.277 
0.568  0.776  1      0.286  0.472  0.267  0.063  0.142  0.112    0.227  0.154 
0.152  0.058  0.286  1      0.686  0.291  0.035  0.048 -0.069   -0.064  0.173 
0.346  0.198   0.472  0.686  1      0.425  0.072  0.153  0.037    0.029  0.212 
0.251  0.212   0.267  0.291  0.425  1      0.782  0.195  0.152    0.108  0.039 
0.263  0.013   0.063  0.035  0.072  0.782  1     0.110  0.055   -0.001 -0.021 
-0.021 -0.015    0.142  0.048  0.153  0.195  0.110  1     0.807   0.830  0.696
-0.212 -0.0001  0.112 -0.069  0.037  0.152  0.055  0.807  1     0.904  0.724
-0.086  0.164   0.227 -0.064  0.029  0.108 -0.001  0.830  0.904  1    0.765 
-0.074  0.277   0.154  0.173  0.212  0.039 -0.021  0.696  0.724  0.765  1

with the large conditionality value 122035.7, which is 
calculated as the ratio of the maximal and minimal 
eigenvalues under the assumption that they are 
nonnegative ones. 

Earlier in [7, 8], a statistically inspired 
conditionality value of 59.409 was found, which can 
be taken as a basis here, although it was found for 
another correction method. 

Replacing a negative eigenvalue with a positive 
value  0.0612 gives after normalization eigenvalues 
3.611811, 2.806524, 1.591663, 1.350369, 0.511535, 
0.408003, 0.276734, 0.162535, 0.150530, 0.069870, 
0.060426, and the corrected matrix 

1      0.550  0.569  0.150  0.343  0.253  0.259 -0.022 -0.214 -0.087 -0.070 
0.550  1      0.757  0.061  0.204  0.197  0.022 -0.011  0.005  0.166  0.260 
0.569  0.757  1      0.283  0.463  0.273  0.056  0.139  0.108  0.224  0.162 
0.150  0.061  0.283  1      0.686  0.287  0.037  0.049 -0.067 -0.063  0.169 
0.343  0.204  0.463  0.686  1      0.416  0.076  0.155  0.039  0.030  0.204 
0.253  0.197  0.273  0.287  0.416  1      0.768  0.190  0.147  0.105  0.050 
0.259  0.022  0.056  0.037  0.076  0.768  1      0.113  0.058  0.001 -0.030 
-0.022 -0.011  0.139  0.049  0.155  0.190  0.113  1      0.807  0.830  0.687
-0.214  0.005  0.108 -0.067  0.039  0.147  0.058  0.807  1      0.904  0.715
-0.087  0.166  0.224 -0.063  0.030  0.105  0.001  0.830  0.904  1      0.757
-0.070  0.260  0.162  0.169  0.204  0.050 -0.030  0.687  0.715  0.757  1

with the practically optimal conditionality 

59.77235484. 
It is easy to see, all matrices are practically the 

same. The optimality of the last correction case is 
supported by the Karhunen-Loeve expansion 
properties. 

V. CONCLUSION

In this paper, we propose a new approach to the 
metric correction of matrices of paired comparisons 

ased on the spectral decomposition of the square 
matrix of scalar products in terms of its eigenvectors. 

Optimality of the correction is supported by the 
properties of the Karhunen-Loeve expansion and the 
correct selecting of the new value of the corresponding 
eigenvalue. 

From the other side, here we face the well-known 
perturbation theory of eigenvalue problems [11, 12]. In 
the framework of this general theory, the novelty of 
our approach consists in the attempt to make a 
perturbation in eigenvalues first to recover then 
similarity matrices used in machine learning.   

In further research, all developed techniques is 
planned to implement for some actual problems, for 
example, for using different quality metrics in machine 
learning, for multimodal analysis of heterogeneous 
data in formal concept analysis [13], etc. 
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Abstract. In pattern recognition, the approach where 

Supervised Learning is reduced to the construction of 

decision rules is considered to be classical. These rules 

should ensure an extremum of some criterion. The 

paper proposes an alternative solution based on the 

search for combinations of features that ensure classes 

separation. The results of a numerical experiment on 

model data confirm the effectiveness of the proposed 

approach. 
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I. INTRODUCTION

Pattern recognition is one of the most important 
fundamental problems in computer science. The 
progress in developing artificial intelligence 
technologies largely depends on theoretical 
achievements in this area [1–4]. 

According to classical definition, pattern 
recognition is the assignment of initial data to a certain 
class. This is met by the selection of significant 
distinctive features from the general data set [5]. 

The growing computing power, progress in big data 
sets availability and the accumulated practical 
experience have led to a new perspective on the pattern 
recognition problem. In particular, C.M. Bishop writes 
in his monograph: “the field of pattern recognition is 
concerned with the automatic discovery of regularities 
in data through the use of computer algorithms and 
with the use of these regularities to take actions such as 
classifying the data into different categories” [6]. 

We propose to refrain from the traditional approach 
when training is focused on building a classification 
algorithm. An alternative approach is proposed in the 
paper. The combinations of features that ensure classes 
distinction are identified in the learning process. 

The effectiveness of the approach is confirmed by 
the results of a numerical experiment on model data. 

II. ABOUT STATEMENT OF THE RECOGNITION PROBLEM

The classical description of the recognition 
(classification) problem is as follows: 

Let the set of objects is given.  The set is divided 
into subsets called classes. Partial information about 
classes, descriptions of the entire set and an object are 
given. Does object belong to a certain class is 
unknown. It is required to establish object’s belonging 
to one of the classes according to the given 
information [7]. 

Currently, this problem is traditionally being solved 
in the following statement: 

Let the objects’ descriptions Х and the acceptable 
answers Y for objects classification are given. It is 
assumed that there is an unknown target dependency 
y* : X → Y, which values Xm={(x1, y1),…, (xm, ym)} are 
known only for a finite set of objects (training set 
objects). 

It is required to construct an algorithm a : X → Y, 
that would approximate this target dependency on the 
entire set X [8]. 

To solve such a problem, a family of algorithms is 
firstly set (up to parameters). Then, in the learning 
process (Supervised Learning), such parameters values 
are found that provide the extremum of the selected 
criterion. 

Practical experience of usage the described scenario 
has revealed a number of serious shortcomings: 

1) Selecting a family (model) of algorithms is a
nontrivial problem. So, we are dealing not so much 
with a science as with the art of building algorithms; 

2) Learning can be implemented only in an
automated mode. The resulting algorithm a: X → Y is 
a «black box» approximating the unknown target 
dependency. The obtained dependency can hardly if 
any be interpreted in terms of the subject domain; 
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3) Finding a solution (based on the training set Xm)
is carried out only in the initial space of object 
description. The question of the existence of subspaces 
in which the problem is solved more efficiently 
remains open [9]. 

To overcome the mentioned disadvantages an 
alternative approach is proposed. It is based on the 
hypothesis of compactness: «in the objects space, 
classes form compactly localized subsets» [10, 11]. 

In this case, the mathematical statement of 
recognition problem can be formulated as follows: 

Let the objects’ descriptions X and the acceptable 
answers of objects classification Y are given. There is 
an unknown target dependency y* : X → Y, which 
values Xm={(x1, y1),…,(xm, ym)} are only known for the 
training set objects. 

It is required to find feature subspaces where class 
patterns do not intersect. Based on these patterns it is 
necessary to construct an algorithm a: X → Y that would 
approximate the target dependency on the entire set X. 

To solve the recognition problem in such statement, 
it is firstly proposed to find feature spaces in which the 
classes do not intersect. After that, the construction of 
the classification algorithm becomes a trivial 
procedure. 

III. SUPERVISED LEARNING ALGORITHM

Let the training set Xm={(x1, y1),…,(xm, ym)} is
formed on the basis of an a priory dictionary of 
features F={f1, …, fn}. 

Let V={v1, …, vq} denote the set of all possible 
combinations of features from F. Then V contains 
q=2n-1 subsets. 

The searching algorithm for combinations of 
features on the set V={v1, …, vq} for which the class 
patterns do not intersect is as follows. 

Algorithm 

Step 1. Select from V a subset V+={v+
1, …, v+

n}, 

where v+
i contains only one feature. 

Step 2. For each v+
i build the class patterns and 

compare their mutual placement. 

Step 3. If the class patterns do not intersect, then 

the feature v+
i is included in the set V*={v*

1, …, v*
k}. 

Step 4. Exclude the subset V+={v+
1, …, v+

n} from 

the set V={v1, …, vq} and obtain V^={v^
1, …, v^

p}. 

Step 5. Exclude from V^ all combinations v^
ithat 

contain any combination from V*={v*
1, …, v*

k}. 

Step 6. Pick the next combination v^
i from V^ and, 

on its basis, construct the feature subspace. 

Step 7. In this feature subspace, build class patterns 

and compare their mutual placement. 

Step 8. If class patterns do not intersect then the 

combination of features v^
i is included in the set V*, 

and from V^ we exclude all combinations that 

contain v^
i. 

Step 9. The process is repeated until V^ becomes 

empty. 

As a result of the described algorithm, the set V*= 
={v*

1, …, v*
t} where 0 ≤ t ≤ q, will be constructed. 

Based on the combinations v*
i ϵ V*, we formulate 

the previously hidden and empirically revealed pattern: 
«in the feature space of the subset v*

i the classes do not 
intersect». 

It should be noted that within a specific applied 
problem the revealed combinations of features v*

i can 
be interpreted. This, in turn, means the possibility to 
interpret all the revealed patterns. 

The combinations of features v*
i ϵ V* define 

decision spaces where class patterns do not intersect. 
For class patterns inside such spaces, the condition of 
the compactness hypothesis is hold. Therefore, the 
construction of classification algorithms does not cause 
any difficulties. 

IV. RESULTS OF THE NUMERICAL EXPERIMENT

Let's show the results of solving the recognition
problem on the model data example. 

Example. Let the given: 
– two classes of objects: M5 (multiples of 5) and

NM5 (not multiples of 5); 
– a priori dictionary of features F = {units, tens,

hundreds, thousands, tens of thousands, hundreds of 
thousands, millions};  

– a training set consisting of 20000 seven-bit
integers, including 10000 multiples and 10000 not 
multiples of 5. 

Table I shows the research results of class patterns 

intersection based on the features units and tens, 

where NM5i = Number of M5i for the i-th digit; 

NNM5i = Number of NM5i for the i-th digit; 

TABLE I. RESULTS FOR FEATURES UNITS, TENS 

Digit 
Units Tens 

M5 NM5 M5 NM5 

0 5043 0 1004 1043 

1 0 1253 1003 1049 

2 0 1252 966 939 

3 0 1238 1020 942 

4 0 1235 1034 1010 

5 4957 0 1095 992 

6 0 1218 933 1018 

7 0 1226 992 991 

8 0 1266 984 1003 

9 0 1312 969 1013 
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Table II shows the study results of class patterns 
intersection based on the features hundreds and thousands. 

TABLE II. RESULTS FOR FEATURES HUNDREDS, THOUSANDS 

Digit 
Hundreds Thousands 

M5 NM5 M5 NM5 

0 988 989 1064 1005 

1 987 986 974 1020 

2 999 1006 1048 968 

3 1034 989 956 991 

4 980 972 994 979 

5 1043 1045 978 1002 

6 935 996 1006 999 

7 994 980 1042 1036 

8 1020 981 966 1025 

9 1020 1056 972 975 

Table III shows the study results of class patterns 
intersection based on the features tens of thousands, 
hundreds of thousands and millions. 

TABLE III. RESULTS FOR FEATURES TENS OF THOUSANDS,
HUNDREDS OF THOUSANDS, MILLIONS 

Digit Tens of 

thousands 

Hundreds of 

thousands 

Millions 

M5 NM5 M5 NM5 M5 NM5 

0 1042 1070 998 1020 1072 1012 

1 1013 978 975 1018 1014 1026 

2 970 990 997 994 948 1029 

3 1009 972 957 987 950 1003 

4 1026 961 1009 1027 999 994 

5 1008 1028 1005 943 1039 989 

6 990 973 942 992 979 978 

7 988 1017 1045 964 961 980 

8 953 1009 1025 1032 1022 1001 

9 1001 1002 1047 1023 1016 988 

Table IV shows the analysis results for all features 
from the a priori dictionary. 

TABLE IV.  EXPERIMENT RESULT FOR ALL FEATURES 

Feature name Intersection (%) 

units 0.0 

tens 100.0 

hundreds 100.0 

thousands 100.0 

tens of thousands 100.0 

hundreds of thousands 100.0 

millions 100.0 

Tables 1 and 4 show that: 

 multiples of 5 have no digits 1, 2, 3, 4, 6, 7, 8, 9 at

the units’ place; not multiples of 5 – have no digits

0, 5;

 the feature unitsprovides an absolute separation of

classes M5 and NM5, since Intersection=0.0%.

In conclusion, let’s note that the algorithm running

time is 0.35 seconds. 

V. CONCLUSION

An alternative option of the recognition problem 
statement and solution are considered in the paper. 

In the present case, in the learning process we 
determine combinations of features of a priori 
dictionary that ensure classes distinction. Then, on the 
base of revealed feature combinations a classification 
algorithm is constructed. 

The results of solving the recognition problem are 
shown on the model data example. 
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I. INTRODUCTION

Some prediction models are based on using of 
“parallel data” [1-4], although it must be noted that the 
term “parallel data” is differently explained in each of 
them.  

In practice, parallel data is used during prediction of 
various events, including natural disasters: earthquake, 
landslide, tsunami, mudflow, etc., for prediction 
economical (business, macro economy), political events 
(elections, positions of political forces), for effective 
solving of prediction tasks in the sphere of medicine and 
other fields. 

The definition of parallel data is based on 
introduction of new type of dependence between the 
data, which is called “parallelism between the data” [1, 
5-8].  Parallelism between the data is mutual 
dependence between those data, which are used for 
prediction of the same event. Various data affecting the 
same event may exist in different periods (parallel by 
time) or locations (parallel by location) and/or provide 
other additional information on prediction of the same 
event [9, 10]. 

The main idea of algorithms for building of 
prediction models is reviewed by us through parallel 
data and is the following:  Let us assume that there are 
several models of prediction. From them, it is necessary 
to select such pairs, triplets, etc. from several models, 
which give much better result than a single best model 
from them or two models separately.  

This algorithm was the following: such models were 
found, for which the number of coincidences of 
unsuccessful predictions for some given event was as 
low as possible, but successful predictions were 
necessary for them. 

In this paper we first review static prediction models 
for natural disasters, when a result(s) of prediction 
should be guessed, for example, when, where and with 
which specifications occurred the event of interest.  

Unlike static predictions, a prediction is dynamic, 
when for each time interval it is necessary to forecast an 
event of certain value. Such is, for example, a daily 
forecast of exchange rate, forecast of oil price, monthly 
subsistence level, annual income, human health 
condition, scope of coronavirus spread, etc.     

The distinctive sign, by which the static prediction is 
different from the dynamic one, is its dependence on the 
time of prediction event.  Actually it means that we 
should distinguish, how a result, i.e. prediction values, 
are declared. If it occurs continuously, with some 
predefined time interval, then this is dynamic 
prediction, but if time is one of prediction elements, 
then it is static prediction. For example, earthquake 
prediction implies declaring that date as one of the 
results, when earthquake is expected, therefore, it 
belongs to static prediction, and currency exchange rate 
is forecasted daily, therefore, it is dynamic prediction.  

In this article we will establish 4 lemmas for the task 
of static prediction and show, how the accuracy of such 
models is increased through our algorithm. Specific 
data are taken for earthquake prediction task.  Each 
prediction model is build based on certain predecessors. 
For earthquake the predecessor is geophysical 
phenomenon (mainly), which precedes the actual 
earthquake.  For their part, geophysical precursors are 
divided into the following categories: seismic, hydro 
geodynamic, deformation, geochemical, thermal, 
gravitational, electromagnetic and, precursors obtained 
via remote monitoring by means of satellite 
technologies developed recently [11].     
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Despite the fact that quite high number of 
predecessors exist, not any of them ensures high-
accuracy prediction for time, place and magnitude of 
future earthquake. The probability of successful 
prediction of each predecessor (ratio of number of 
successful predictions to the number of all given 
predictions) does not exceed 0.5% [12]. One of the 
ways for overcoming this situation is to use several 
prediction predecessors simultaneously, although for 
each of them it is necessary to perform observation for 
a long time and process vast amount of data, which is 
not done in many models till now. “The practice of 
recent years show that their simultaneous use would 
improve the reliability and efficiency of prediction 
assessment, at least in medium-term (first years) 
prediction”. 

II. “SUCCESS PROBABILITY” OF PREDICTION

Assume that we have several prediction models, 
which provide some predictions through their 
predecessors (for example, for earthquakes - when it 
would occur, at which location and with which 
magnitude).  These predecessors should be “necessary 
predecessors” that means that if earthquake occurs, 
they will inevitably provide the prediction. If some 
predecessors do not provide prediction on actually 
occurred earthquake, it will be no longer considered.  

We study history, let's assume that there is plenty of 
data and it is necessary to calculate, based on 
predecessors, how many times the prediction of 
earthquake occurrence was given and how many times 
actual earthquake occurred. Assume that we consider 
the necessary predecessors and the models created for 

them: 
nAAA ,...,, 21

, where n is the number of 

considered predecessors. t denotes time, during which 
we perform analysis and the number of actually 
occurred earthquakes is m. We calculated the number of 
earthquakes predicted by each predecessor: 

.,...,, 21 nppp For example, 
iA model, which was based

on i predecessor, predicted earthquake occurrence 
ip -

times. 

For each 
ip let’s calculate quotients of m, the 

number of actually occurred earthquakes, write it in % 

and designate with 
iK : 

100%.i

i

m
K

p


For example, if earthquake actually occurred 4 

times, and we calculate %20%100
20

4
iK then the 

probability of 
iA success will be 20%. 

Put the sequence of model success in descending order 

and this sequence denote as: 
nkkk ,..., 21

 sequence. 
ik  is 

a model created for i -th predecessors. We get that 1k

highest value, which was determined by the prediction, 

the value of 
2k  is less than that of 

1k and so on. 

It is necessary to consider a combination of models 
(two, three, etc.) and assessment of the probability of 
their combined success.  The assessment and selection 
of combinations is done according to the parallel 
probabilities [13].  

Lemma 1 - If such pairs of models are selected, for 
which the number of coincidences of unsuccessful 
predictions for some given event was as low as 
possible, but successful predictions were necessary for 
them, then the success probability calculated for 
combination of any pair so selected is always higher 
than or equal to the success probability of best from 
them.  

If we take best 
ik and pair it with any, even the

worst value jk , then their combined result is not worse

than 
ik . Proof is based on fact that for the pair 

ik and 

jk (ki< jk ), then the intersection of their successes, of 

course, is less than or equal to 
ik . For example, if jk

gives conclusion that earthquake occurs 5 times, even if 
others give values 10 or 7, the intersection of their 
successes cannot exceed 5. Therefore, whether pairs, 
triplets, quads are selected, their combination always 
give better result than best of them.  

Lemma 2 - The higher number of intersections of 
prediction models, the better prediction we would get.  

For example, the best triplet - combination of three 
predictions would give better result than the best pair of 
prediction (deuce), the best quad gives better result than 
the best triplet and so on.  

This follows from the fact that intersection of any 
pairs with third is lower number than each pair.  

III. SELECTION OF BEST PAIRS

Lemma 3 - The best pair is one that does not have 
intersection between each, except actual, occurred 
predictions.  

For example, we calculated the pair or  
ik  and jk

predictions and let's calculate, by their combined 
prediction, which number of coincidences we have with 
the actual situation (for example, coincided 10 times). 
For example, the event occurred actually 2 times, if we 

calculate success %, we get %20%100
10

2
 , but if it
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turned out that 
ik and jk jointly only two times had 

prediction success for the event, then it means that 
ik

and jk is the best pair. 

It is an interesting metamorphose - it turns out that if 
we consider all those models jointly, which have many 
errors, their combination may give the best result. 

IV. MODIFICATION OF PREDICTION MODEL

Geophysical characteristics of environment 
constantly change, for example, an average 
temperature, erosion of ocean shores, etc. The question 
is, how to plan the change of selected scheme of 
prediction, from which time pairs, triplets, etc. should 
be selected and success probabilities recalculated, what 
we should do, recalculate everything that occurred till 
today?  

Lemma 4 - Modification of prediction model, i.e. 
recalculation should be done from the day of last 
earthquake occurrence.  

For consideration of relevant pairs of models, it is 
necessary to take corresponding figures from such 
moment, when we have the aggregate of all input data. 
Of course, it is possible that new prediction models may 
be introduced with the data of relevant predecessors, 
and additional regulations are required for 
consideration, because of search for the relevant pair. It 
is possible that after each actually occurred event, the 
selected pairs of prediction models would be changed 
and other pairs would become better for prediction.  
Therefore, selection of each new pair should be done 
after occurrence of each event during static prediction, 
and for dynamic prediction, the process of 
determination of such pairs should be regulated within 
certain time periods. For example, if we have daily 
prediction data, new pairs should be selected at least 
once a week. 

V. “APPROXIMATE COINCIDENCES” OF PREDICTIONS

In accordance with Lemma 2, the prediction pairs
are selected. When selecting them, we determined the 
number of “accurate” coincidences of predictions. Now 
this is not sufficient and a “coincidence accuracy” 
should be determined. Of course, prediction data should 
not directly coincide with each other, but coincide 
within certain intervals of time, place or other 
characteristic.   

Lemma 5 - When selecting the pairs of prediction 
models, an “approximate coincidence” should be 
taken into account. 

An interval of “approximate coincidence” is 
determined with the help of experts. It may be 
prediction of such time period, when occurrence of 

given event is expected, or determination of certain 
radius from the epicenter. This task is faced in cases of 
earthquake, virus origin, beginning of military conflict, 
etc. Of course, time interval has great importance. For 
earthquakes, a short-term forecast - where (with radius 
of 50 km), when (with interval of 24 hours), and with 
which magnitude (with difference of 0.5) the 
earthquake is expected. 

SPATIAL MODELS  

If we have only 3 data and build given prediction 
points in the relevant 3-dimensional space: in this case,
x  is location, t  is time and v  is power. Assume, that 
each has its own dimension. For example: Location - 
plain. In this case, 4, 5 of more dimensional model will 
be built, depending on how much parameters are in 
prediction. Prediction data are presented in 3-
dimensional space on Fig. 1. Here the distance between 
two points (predictions) is the error between their 
predictions. The value of “approximate coincidence” 
(i.e. this distance) is determined by an expert. 

Fig. 1. Presentation of prediction data in space 

Introduction o “approximate coincidences” sharply 
increases the volume of calculations needed for 
selection of pairs of prediction models. It is necessary 
to utilize higher computational capacities, technical 
capabilities of supercomputers and use the algorithms 
of parallel computations and relevant programs.  It 
should be noted that, in our opinion, this can be realized 
by using powerful parallel and recursive computations 
of programming language F#, as we prove it in [14]. 

VI. CONCLUSION

We considered the possibility to build much more 
effective new hybrid models from prediction models, 
using parallel data, and by means of lemmas we state 
that: The advantage of selection of model pairs over any 
best model of prediction, it was shown that the more is 
the number of model pairs, the more is advantage over 
the lesser numbers of pairs.    
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The best pair is one that does not have intersection 
between each, except actual, occurred predictions. 
When to reselect the pairs of prediction models and that 
it is necessary to consider “approximate coincidences” 
of predictions in this case. 
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Abstract. The problem of drug-resistant tuberculosis, 

its diagnosis and treatment, is especially relevant today. 

Every year the causative agent of the disease becomes 

more and more resistant to existing drugs. Here we 

analyzed 1244 tuberculosis cases with available results 

of phenotypical assays for drug resistance as well as 

tuberculosis genome sequences using single-marker and 

multi-marker tests. 
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I. INTRODUCTION

The emergence of high-throughput sequencing 
methods for determining the DNA nucleotide 
sequences of living organisms has become a driving 
force for biological research. However, the genetic 
code itself does not have great practical value until the 
necessary information is extracted from it. The 
analysis of decoded genomic sequences often leads to 
large-scale problems, where the number of unknown 
parameters is measured in tens of thousands with a 
relatively small number of available observations. One 
of these tasks is the search for mutations in the 
genomes of microorganisms of bacterial nature, which 
are associated with the presence of drug resistance. 

Mathematical analysis of genome-wide data on 
Mycobacterium tuberculosis allows predicting 
resistance to first-line drugs with a high probability. At 
the same time, resistance to second-line drugs is poorly 
explained only by genomic mutations. This requires a 
deeper study of all available data. In particular, a 
comparative analysis of genomic data will provide 
relevant information with already known cases. 

II. METHODS

A. Strain collection and phylogeny

In this paper we used data collected from the Drug
Resistant Tuberculosis Project [9], https://tbportals. 
niaid.nih.gov. At the first stage, duplicates and cases 
with conflicting results for drug resistance were 
removed and 944 cases were further analyzed. We 
investigated resistance to first-line drugs: isoniazid, 
rifampicin, pyrazinamide, ethambutol and 
streptomycin, as well as second-line drugs: 
fluoroquinolones and aminoglycosides. For each drug, 
we formed the two case-control group. 

Case-control studies are sensitive to population 
separability of samples [1]. To identify population 
subgroups phylogenetic trees were constructed with 
two different methods: neighbour joining and 
maximum likelihood. As a result, initial data were 
divided into two subgroups. 

To reduce the dimension of tasks and improve 
quality we used minor allele frequency (MAF) equal to 
0.01. 

B. Single-marker tests

Single-marker tests are used to test associations
between observed drug resistance and individual 
mutations [2]. We used modifications of classical 
statistical tests as single-marker tests: Fisher's exact 
test and Cochran-Mantel-Haenszel test. Both methods 
are based on building contingency tables of the 
following form. 
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TABLE I.  CONTINGENCY TABLE CONSIDERED  
IN SINGLE-MARKER TESTS TO SEARCH FOR MUTATIONS  

ASSOCIATED WITH DRUG RESISTANCE

drug 

susceptibility 

Presence of mutation 

present absent total 

sensitive n00 n01 n0* 

resistant n10 n11 n1* 

total n*0 n*1 n** 

The Cochran-Mantel-Haenszel test, in contrast to 
the Fisher test, takes into account population 
subgroups. We need to make adjustments for the 
population subdivision because the variation in the 
frequency of occurrence of some mutations can be 
explained by their belonging to different populations 
not by drug susceptibility. To reduce the likelihood of 
errors in multiple hypothesis testing, we used the 
Bonferroni correction. 

C. Multi-marker tests

Multi-marker tests unlike single-marker consider
additive effects between mutations. In this study, we 
used an algorithm for searching for combinations of 
mutations boosting [1] and factor analysis of mixed 
data with linear mixed model.  

In addition to genomic data, we also considered 
phenotypic traits of samples. Such data include both 
categorical and continuous features. Therefore, we 
used factor analysis of mixed data (FAMD) to 
transform them into a set of uncorrelated features.  

The linear mixed model is used for regression on 
hierarchical data [4]. It considers population subgroups 
in original data. The main idea of the linear mixed 
model is that it takes into account both fixed and 
random effects. The fixed effects are the basic 
regression on the data. Each subgroup may have its 
own unique characteristics or traits, which can be 
expressed in presence of common mutations that are 
not associated with drug resistance, and vice versa, the 
peculiarities of diagnosis and treatment of tuberculosis 
and the health system itself. There may also be 
similarities in the closest subgroups. The linear mixed 
model considers such subgroup effects as random 
effects. The model can be described with the equation: 

Y = XZ 

Where Y is a phenotype vector, X – matrix with 

data,  vector of effects that determine the 

significance of a set of mutations, Z  matrix of 

random effects of subgroups,  vector of random 

effects for subgroups,  vector of residues that 
cannot be explained by the model. 

To control how well the model works we used 
cross-validation for a given number of blocks [5]. 

Another approach we used in the study is the 
search for combinations of mutations. The main 
feature of this task is that total number of considered 
mutations significantly exceeds the number of 
observations. The task of enumerating all the 
possible combinations of mutations requires large 
computational resources. To avoid this problem, one 
can switch from the task of enumerating mutations to 
the task of enumerating samples, since their number 
is much smaller. An exhaustive description of the 
algorithm is given in [1, 3]. 

III. RESULTS

First, we carried out analysis of the results of 
biological tests for drug resistance that revealed cross-
resistance between drugs. Selected correlation 
coefficients calculated from the results of biological 
tests are presented in Fig. 1. 

Fig. 1. Pairwise correlations between biological test results 

In this work, we constructed two phylogenetic trees 
for 46 genes of 944 sequences using different 
approaches: neighbour joining [6] and maximum 
likelihood [7]. Despite the difference in the lengths of 
branches and variation in the locations of the end 
nodes, identical subgroups are identified in both trees.  

We used the R software functions from the stats 
package: fisher_test for Fisher's exact test and 
mantelhaen_test for the Cochran-Mantel-Haenszel test. 
We calculated p-values for all corresponding 
mutations in the data matrix and consider only those 
with p-value greater than 5×10-8. To visualize test 
results Manhattan charts were used. The diagram 
displays a set of points, the coordinate of which on the 
abscissa is the position of the mutation, and on the 
ordinate is the negative logarithm of the p-value. Most 
of the points on the graph are close to abscissa axis. 
The higher points along the ordinate axis, the lower are 
their p-values, which mean the greater statistical 
significance. 

To validate the results obtained, we compared them 
with the drug resistance mutations published in [8]. 

Single-marker tests revealed a set of mutations 
associated with drug resistance to individual first-line 
drugs, their combinations, as well as groups of second-
line drugs. However, they were unable to identify 
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mutations associated with resistance to individual 
second-line drugs, but only their combinations. 

For factor analysis of mixed data, we used the 
prince python package, the implementation of a mixed 
linear model from the statsmodel package; cross-
validation of the generalizability of the model was 
performed using StratifiedKFold over five partitions 
from the sklearn package. To validate classification 
results we used four classical metrics in machine 
learning: precision, recall, f-score and accuracy. 

Fig. 2. Manhattan Plot of Cochran-Mantel-Haenszel test 

results (example) for first-line drugs 

For first-line drugs and their combinations, except 
ethambutol, all metrics values were greater than 0.8. 
The percentage of true positives among all positives is 
high (95% and above) for all such samples. The 
proportion of predicted drug resistance among all is 
about 80-90%. The proportion of correctly classified 
samples is slightly higher than the previous one. It is 
important that the classifier covers as many cases of 
drug resistance as possible and only few sensitive. 

For the second-line drugs, more or less good metric 
values were obtained for fluoroquinolones, including 
ofloxacin. The accuracy of the classification is about 
80%; the recall is a bit lower, about 75%. For 
aminoglycosides, the classification results are much 
worse. For capreomecin the algorithm failed to build 
the model. For amikacin, the percentage of true 
positives among all positives turned out to be below 
50%, which is equivalent to random labeling. The 
classification results are slightly better for kanamycin, 
on average, all metrics values were in the region of 
0.66 - 0.71, but these are also low estimates. Based on 
the classification results, it can be concluded that it 
was not possible to build a model for aminoglycosides 
that could predict drug resistance to these drugs with 
good probability. 

In the study, we used H37Rv NC_000962.3 
reference sequence; all mutations mentioned below 

correspond to that sequence. For all first-line drugs and 
their combinations, the mutation combination search 
algorithm found one dominant mutation, C2155175G, 
associated with isoniazid resistance. When boosting on 
these sets, the algorithm added to the dominant 
mutations new ones related to the markers of 
phylogenetic lines, while the accuracy of the classifiers 
did not increase. 

Considering all mutations occurring in one position 
as one mutation, the algorithm has identified a set of 
mutations: 7570, 7572, 7581, 7582 associated with 
resistance to fluoroquinolones (according to 
information from TBDreamDB [8]). Despite the low 
accuracy, the result for fluoroquinolones, except 
levofloxacin, is considered satisfactory.  

For aminoglycosides, with the exception of 
kanamycin, scores were rather low. Each set of 
mutations contains A1473252 associated with 
resistance to this group of drugs. This is consistent 
with the results of single-marker tests. However, this 
mutation, even when combined with others, is not 
enough to build a good classifier. For kanamycin, the 
algorithm constructed a set of mutations, which 
included the G2715356A mutation associated with 
resistance to this particular drug. 

IV. DISCUSSION

In this paper, we considered the problem of drug-
resistant tuberculosis and solutions for the comparative 
analysis of mycobacterial genomes. Using the 
phylogenetic tree, two population subgroups were 
identified in the original dataset. We found cross-
resistance between the individual drugs. 

To search for mutations associated with drug 
resistance, we used single-marker and multi-marker 
tests. To validate the test results, the TBDreamDB 
database was used, which contains already known 
mutations associated with drug resistance. Single-
marker tests revealed a set of mutations associated 
with resistance to individual first-line drugs, their 
combinations, as well as groups of second-line drugs. 
However, they were unable to identify mutations 
associated with resistance to individual second-line 
drugs. Multi-marker tests built good classifiers and 
identified combinations of mutations for individual 
first-line drugs and their groups. For second-line drugs, 
multi-marker tests have built combinations that include 
individual mutations associated with drug resistance, 
but they alone are not enough to build a good 
classifier. 
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Abstract. In this paper, we propose a joint dataset for 

person re-identification task that includes the existing 

public datasets CUHK02, CUHK03, Market, Duke, LPW 

and our collected PolReID. We investigate the training 

dataset size and composition effect on the re-identification 

accuracy. We carried out a number of experiments with 

different size of dataset to solve re-identification task. The 

results of experiments are presented. 

Keywords: large-scale dataset, cross domain, 
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I. INTRODUCTION

Person re-identification (person ReID) is the 
process of identifying a person in another place or at 
different time using video surveillance systems. The 
ReID system extracts features of the query-image and 
compares them with features other persons in dataset's 
gallery. Convolutional neural networks (CNN) are 
most efficient for feature extraction.  

Re-identification comes with a number of 
problems. People appearance may change in the course 
of movement, or different people may appear similar. 
There is also the problem of occlusion. At some points, 
a person part can be hidden by other people or 
landscape elements. Video cameras can have 
dissimilar resolutions, shooting at different times - 
different degrees of illumination, different camera 
positions will give different backgrounds, and this 
leads to the existence of such a problem as domain 
shift. This is of great importance when working with 
datasets, because each of them is a separate domain 
[1, 2]. Good increasing the accuracy value of the re-
identification algorithm was shown by the random 
erasing method [3]. Random erasing is a method to 
increase dataset by adding images, in which an 
arbitrary image fragment is randomly deleted, which is 
filled with zero or random values. This method 
improves the algorithm's occlusions resistance. 
Currently, most re-identification systems use these 
augmentation methods. 

The deep neural networks success makes it possible 
to achieve high results in the person re-identification 
problem [4] when the data for training and testing are 
independent and identically distributed. However, such 
models are well suited for a training set and will 
perform poorly in an invisible domain [5]. 

One of the approaches to increase the stability of 
the ReID system is to use a dataset that will have the 
maximum similarity with the data with which the re-
identification algorithm will have to work. Another 
approach is to significantly increase the training 
dataset, which would include a huge number of 
identifiers and their images. Our paper discusses a 
problem of forming large dataset associations for re-
identification systems. 

II. EXISTED DATASETS

When training a re-identification system, a dataset 
is of great importance, and the more diverse the 
examples, the more robust the trained system will be. 
To increase the training set without using additional 
data, the simplest way is to add to the existing dataset 
images from the original dataset, which have 
undergone such manipulations as rotation, reflection 
vertically or horizontally, changes in brightness and 
contrast, color fluctuations.  

In [6], a cross-domain mixup scheme is considered, 
and proposed scheme study is carried out, when 
training is carried out on the Market 1501 dataset, and 
testing on Duke, and then vice versa, is trained on 
Duke, and tested on the Market. The studies carried 
out have shown that the re-identification accuracy in 
the two considered examples is different, and it is 
impossible to say unambiguously how the system will 
behave on other data sets. A large experiments number 
with a different composition of training and test 
samples are carried out in [7], where the authors 
propose a new CNN framework for learn effective 
features, which allows to improve re-identification in 
the cross domain, and the authors conduct a study by 
training the model on one of the datasets. 
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Shinpuhkan2014dataset, CUHK02, CASPR, i-LIDS, 
PRID, and testing is performed on VIPeR, i-LIDS, 
Shinpuhkan2014dataset. The datasets used for training 
are small, which is probably one of the reasons for the 
low Rank1 scores. In [2], the authors propose an 
approach to generalize the subject area and consider 
training sample variants, with a different composition 
and number of various datasets included in its 
composition. Increased training set includes over 
18000 IDs and almost 122000 bounding boxes by 
combining different datasets  

In [8], authors strive to develop a universal 
framework for human ReID that can be generalized 
and work well on target domains. This work also uses 
an increasing strategy for the training sample at the 
expense of other datasets, and is conducting several 
cross-domain experiments, including a combined 
unified database that included Market, Duke, 
CUHK03, and MSMT17. This database includes 
almost 9000 identifiers and more than 220000 boxes. 
Dataset expansion made it possible to improve Rank1 
from 33.9 when training on Duke and testing on the 
Market, to 82.3 when training on a combined database. 

The most famous and significant in volume terms 
are datasets such as Market, Duke, CUHK02, 
CUHK03, LPW. 

Market-1501 was assembled at Tsinhua University 
in supermarket front and includes 32668 hand-crafted 
bounding boxes for 1501 people. 12936 bounding 
boxes for 751 people are used for training, and 19732 
bounding boxes in galleries for 750 people to test the 
re-identification algorithm. In addition, the dataset 
contains 2793 bounding boxes-distractors [9]. Duke 
MTMC-ReID is a subset of the Duke MTMC dataset 
acquired in March 2014 from the campus Duke 
University. The images were taken from 8 CCTV 
cameras located between the buildings, and include 
36411 bounding boxes. To train the re-identification 
algorithm, 16522 images for 702 people are used. The 
remaining 17661 bounding boxes for 702 people are 
used for testing [10]. CUHK02 contains 1816 people 
and five camera views pairs. Each of them contains 971, 
306, 107, 193 and 239 people, respectively. There are 4 
images for each person - 2 from one camera, 2 from the 
another. The dataset was collected from The Chinese 
University of Hong Kong (CUHK) campus. The dataset 
contains sensitive data and the authors ask that the 
privacy of CUHK students be respected [11]. CUHK03 
was obtained from the same campus of the Chinese 
University of Hong Kong, and contains 1467 people, 
each person has 5 images from 2 angles. This set, like 
CUHK02, is available only for academic research and its 
distribution is available only by agreement with the 
authors [12]. LPW (Labeled Pedestrian in the Wild) is 
obtained from three different scenes. The first scene 

includes images from 3 CCTV cameras, the other two 
scenes include 4 cameras. The full dataset contains 
2731 people captured by at least two cameras. 7694 
image sequences were generated, with an average of 
77 frames per sequence, thus the total LPW dataset 
contains 592438 bounding boxes [13]. 

III. LARGE JOINT REID DATASET

We used two approaches to form a large ReID 
dataset. The first one was that we combined the 
existing datasets, which are presented in different 
formats and their structure is different. Our second 
approach involves the formation of a new images set, 
which is included in the joint database being created. 
Thus, the joint database consists of Market, Duke, 
CUHK02, CUHK03, LPW and PolReID.  

We developed our own dataset, called PolReID 
[14]. For its formation, video sequences received from 
volunteers were used. For each person, there are from 
1 to 7 video sequences with different locations, 
illumination levels, image quality and distance from 
the CCTV camera. Thus, images for most people also 
correspond to different domains. To extract bounding 
boxes from frames, the YOLOv4 detection algorithm 
implemented in pyTorch [15] was used. Incorrect 
bounding boxes were removed manually. For each 
person in the dataset, there are images with partial 
overlap, both horizontal and vertical. The same person 
is presented from different angles. In total, the dataset 
contains images for 54 people and includes 5609 
bounding boxes. PolReID is split into training and 
testing data. For training, 30 people (3603 bounding 
boxes) are used, for testing - 24 people (2006 bounding 
boxes). Examples of images are shown in Fig. 1.  

Fig. 1. Some images from PolReID dataset 

When joining these datasets, considering the need 
to train algorithms and test them, the databases were 
also splinted. For Market and Duke, this task was 
accomplished in accordance with the protocols of the 
original documents.  
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In LPW, 666 people (141466 bounding boxes) 
were randomly selected for testing, the rest were 
added to training data. When joining sets with 
CUHK02, CUHK03, Market and Duke were not 
divided into test and training sets, as in [16, 17], and 
all images were used for training. 

Joining dataset is challenging. This is due to the 
fact that different datasets have a different way of 
writing names, different file locations in directories 
hierarchy. Directory names can contain useful 
information such as camera number from which the 
image was taken, scene number. In addition, 
identifiers and sequence camera number values can 
be the same in different datasets, but they will belong 
to different people. To avoid such a situation, when 
adding each new dataset, the maximum value that 
was used in the existing dataset was added to the ID 
value and camera number.  

For correct re-identification algorithm operation, 
the image file names were brought to a single 
recording format: XXXXX_cYYsZZ_AAAAAA_ 
BB.jpg, where XXXXX is the person's identifier, YY 
is camera number, ZZ is the video sequence number 
from this camera, AAAAAA is the frame number in 
video sequence, BB is the different people number 
whose images were obtained from this frame. If the 
dataset did not contain any required information 
(usually ZZ or BB), the value was set to 0. The capital 
letters number in the example corresponds to digit 
numbers.  

The joint dataset includes 8690 identifiers and 
537109 images. 

IV. TRAINING AND RE-IDENTIFICATION

A. Training model

For re-identification, the algorithm proposed in [18]
was used with hyper parameters specified in Table I. 

TABLE I. HYPER PARAMETERS USED IN MODEL 

After epoch 40, decay learning rate by a factor of 
0.1, and Fig. 2 shows that this has a positive effect on 
the convergence of the model. 

We carried out experiments number with different 
consist increase the data for training the re-
identification algorithm and testing with different data 
sets.  

Fig. 2. Loss and top1 error graph during training re-identification 

model with backbone network DenseNet-121  

on joint training sample 

Model was trained for nine different training 
samples. Table II show the training sample consist and 
size. 

This algorithm assumes that the trained neural 
network extracts features for each person located in the 
test sample gallery. Then, for each query, the all 
images feature table is ranked. The cosine distance is 
used as the similarity metric. The images obtained 
from the same camera as the request image are 
excluded from the ranked feature table. To assess the 
re-identification accuracy, we used metrics is Rank1, 
Rank5, Rank10 and mAP. The RankN metric is the 
ranking accuracy, i.e. the ratio of correctly obtained 
results to the total number of outputs among the N first 
issued results. mAP – this is mean Average Precision 
for a queries set is the mean of the average precision 
for each query. 

TABLE II. PARAMETRS FOR TRAINING SAMPLES  

Training datasets Size 
(ID/Bboxes) 

Duke 702 / 16522 

Market 751 / 12936 

LPW 2064 / 448568 

Market, duke 1453 / 29188 

Market, duke, PolReID 1483 / 32765 

Market, duke, LPW, 

PolReID 

3547 / 481333 

CUHK02, CUHK03, 
Market, Duke  

6596 / 84964 

CUHK02, CUHK03, 

Market, Duke, PolReID 

6626 / 88541 

CUHK02, CUHK03, Market, 

Duke, PolReID, LPW 

8690 / 537109 

B. Re-identification results

The experimental results are presented in Table III.
Samples for training and testing do not overlap. 

Backbone 
network: 

DenseNet-121 [19], 
ResNet-50 [20] 

Droprate 0.5 

Batch sise 32 

Learning rate 0.05 

Epochs 60 
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TABLE III. EXPERIMENTAL RESULTS  

Horizontally, the table can be divided into three 
parts, each of which three lines consist. The first part 
includes the testing results the model when it was 
trained on one of the Market, Duke and LPW datasets. 
The best value has examples when training and testing 
were carried out on the same dataset, i.e. training and 
test samples belong to the same domain. But this result 
is not objective for invisible domains. The best Rank1 
and mAP value corresponds to the experiment when 
testing invisible datasets, if the training sample was an 
LPW dataset, and testing was carried out on Market 
and Rank1 = 63.005, mAP = 34.663. When tested in 
invisible datasets, the LPW dataset generally showed 
better training ability compared to Market and Duke, 
which is most likely due to the significantly larger size 
of the LPW training set (448568 bounding boxes for 
2064 IDs). If we pay attention to the example where 
LPW acted as a test sample, we can see that the re-
identification accuracy is higher  when  training  on  the 

Market than on Duke, which gives us reason to assume 
that the different identities number is more important 
than the number of bounding boxes. 

The second table part reflects the test results with an 
increase in the training sample. Here we confirm that 
an increase in the dataset for training the used CNN 
leads to an increase in the re-identification accuracy. It 
was found that the best test results for re-identification 
can be obtained when the training sample includes data 
belonging to the same domain as the target one. The 
best accuracy was achieved when combining all 4 
datasets for training during testing: on Market Rank1 
did not change, but the mAP increased from 77.698 to 
80.470; for duke increase all parameters; for LPW, 
Rank1 almost doubles, and mAP more than doubles 
when the dataset is increased from 32765 Bbox for 
1483 ID when Market and Duke are combined to 
481333 bbox for 3547 ID; for PolReID we can see an 
increase in Rank1, Rank5, Rank10, but the mAP has 

Dataset for test 

Dataset for train  

Market Duke LPW PolReID 

DenseNet ResNet DenseNet ResNet DenseNet ResNet DenseNet ResNet 

Market 

Rank1: 

Rank5: 

Rank10:  

mAP: 

89.782 

96.259 

97.298 

73.439 

87.708 

97.952 

96.675 

70.536 

39.138 

55.207 

61.715 

21.079 

31.418 

48.070 

54.533 

16.901 

32.132 

40.691 

44.294 

19.238 

27.628 

38.438 

43.234 

17.734 

65.854 

65.854 

65.854 

58.632 

60.975 

63.415 

65.854 

57.227 

Duke 

Rank1: 

Rank5: 

Rank10:  

mAP: 

51.456 

70.042 

76.485 

23.536 

44.151 

62.084 

69.269 

18.590 

81.688 

90.260 

92.774 

64.029 

79.623 

89.632 

92.369 

62.001 

28.679 

36.937 

40.991 

16.306 

24.775 

34.535 

39.339 

13.835 

63.415 

63.415 

63.415 

55.038 

65.854 

68.293 

68.293 

52.840 

LPW 

Rank1: 

Rank5: 

Rank10:  

mAP: 

63.005 

79.365 

85.273 

34.663 

56.562 

74.822 

81.799 

30.413 

41.248 

57.092 

63.600 

23.449 

36.894 

51.706 

57.900 

18.808 

79.729 

84.535 

86.036 

70.069 

71.772 

79.580 

82.733 

61.809 

68.293 

68.293 

68.293 

58.180 

65.854 

68.293 

68.293 

56.584 

Market, Duke 

Rank1: 

Rank5: 

Rank10:  

mAP: 

92.132 

97.090 

98.248 

77.698 

89.608 

95.784 

97.595 

74.461 

82.406 

91.023 

93.312 

67.766 

81.373 

89.722 

92.684 

65.772 

44.294 

55.255 

59.610 

29.135 

39.940 

48.949 

53.303 

26.094 

65.854 

65.854 

68.293 

64.384 

68.293 

68.293 

68.293 

64.731 

Market, Duke, PolReID 

Rank1: 

Rank5: 

Rank10:  

mAP: 

91.716 

96.704 

98.070 

78.004 

88.955 

95.814 

97.565 

71.840 

82.982 

91.472 

93.896 

68.065 

79.488 

88.734 

92.011 

63.765 

44.294 

55.105 

59.309 

29.817 

35.586 

46.847 

52.402 

22.709 

68.293 

68.293 

68.293 

65.872 

65.854 

68.293 

68.293 

63.077 

Market, Duke, LPW PolReID 

Rank1: 

Rank5: 

Rank10:  

mAP: 

92.132 

96.615 

97.951 

80.470 

88.717 

95.814 

97.506 

74.176 

83.079 

91.607 

93.537 

69.568 

78.591 

88.330 

91.158 

62.842 

80.030 

84.535 

86.687 

73.638 

75.225 

81.081 

84.084 

67.154 

68.293 

68.293 

68.293 

61.603 

65.854 

65.854 

65.854 

61.004 

CUHK02, CUHK03, Market, 

Duke 

Rank1: 

Rank5: 

Rank10:  

mAP: 

- - - - 

50.751 

60.060 

65.466 

38.260 

44.895 

54.955 

59.910 

33.153 

68.293 

68.293 

68.293 

66.800 

68.293 

68.293 

68.293 

65.367 

CUHK02, CUHK03, Market, 

Duke, PolReID 

Rank1: 

Rank5: 

Rank10:  

mAP: 

- - - - 

50.900 

60.661 

64.865 

37.370 

42.042 

51.051 

57.207 

30.338 

68.293 

68.293 

68.293 

64.700 

65.854 

65.854 

65.854 

64.350 

CUHK02, CUHK03, Market, 

Duke, PolReID, LPW 

Rank1: 

Rank5: 

Rank10:  

mAP: 

- - - - 

83.934 

87.838 

89.640 

76.286 

78.679 

83.484 

85.886 

69.815 

68.293 

68.293 

68.293 

64.114 

68.293 

68.293 

68.293 

61.070 
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become smaller. The last table three rows show the test 
results when the approach was slightly changed when 
creating a training sample, i.e. the data from the 
Market, Duke, CUHK02 and CUHK03 sets were not 
divided into test and training sets, and this does not 
allow testing on Market and Duke. Testing on the LPW 
dataset showed an increase in the Rank1 accuracy to 
50.900, in the case when the LPW is an invisible 
dataset, which is almost one and a half times higher 
than when using one cross dataset for training. Adding 
LPW to the training sample allowed us to obtain the 
maximum values for all estimated metrics, and 
Rank1 = 83.934, mAP = 76.289.  

The maximum Rank1 accuracy achieved for the 
PolReID dataset is 68.293. The reason for this may be 
test sample size and composition. Some of the PolReID 
dataset images were obtained from only one camera, 
and the re-identification algorithm used cannot detect 
them. With the further dataset expansion, this will be 
taken into account.  

V. CONCLUSION

Modern person re-identification systems use 
convolutional neural networks to efficiently extract 
features. With this approach, the training sample is of 
great importance. Dataset variety and size allows the 
re-identification system to have better generalizability 
and reliability.  The built unified database includes 
8690 identifiers and 537109 images. Such a large 
dataset allowed us to improve Rank 1 and / or mAP on 
all test sets. In further research, we plan to expand the 
PolReID database we have collected. 
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Abstract. Convolutional Neural Networks (CNNs) have 
proven to be one of the most powerful tools for solving 
complex problems in the field of pattern recognition and 
image analysis, even if serious challenges remain. Indeed, 
one of the main drawbacks of CNNs is their inability to 
cope with very high-resolution images. In areas other than 
digital pathology, image resizing is often the simplest and 
most effective solution. However, histopathological images 
not only show a very high resolution, but also contain a lot 
of information at the detail level, making this strategy 
completely ineffective. Other approaches partition the 
image into small patches and analyze them independently, 
losing the context information that is fundamental in 
digital pathology. In this paper, we present a method based 
on a compressed representation of the Whole Slide Image 
(WSI), by building a 3D tensor, that preserves the 
topological and morphological information relating to the 
proximity relationships between the patches of the WSI. 
Tensors are used to train a CNN to solve a binary 
classification task. This technique has been evaluated for 
the analysis of gigapixel Hematoxylin and Eosin (H&E) 
histological images with the aim of supporting the 
diagnosis of breast cancer. Several experiments have been 
performed on the Camelyon16 dataset by generating 
different types of 3D tensors. The results of the proposed 
approach on the breast cancer classification task have 
been compared with some state-of-the-art approaches. 

Keywords: histological images, deep learning, 
clustering 

I. INTRODUCTION

In the field of Computer Aided Diagnosis (CAD), 
one of the main challenges concerns the analysis of 
WSIs obtained by scanning tumor tissues stained with 
H&E and commonly used for the diagnosis of tumor 
pathologies. Unfortunately, deep learning approaches 
cannot be applied directly to WSI because of their very 
high resolution. WSI are generally made up of trillions 
of pixels that cannot be managed by current deep 
learning systems. Over the years, different approaches 
have been proposed trying to meet computational needs 
but preserving the information needed to perform 
different tasks of analysis, including the classification 
of the disease. Most classification approaches are 

primarily based on partitioning the entire WSI image into 
patches small enough to be processed independently by a 
deep network. The class of the entire WSI is usually 
inferred by combining the decisions obtained for the 
individual patches [1–3]. Unfortunately, all these 
approaches neglect the information provided by 
relationships between patterns presented by individual 
patches, making the prediction of the CNN an isolated 
result. Recent methods [4–6] map the WSI into a new 
compressed and dense feature space by rearranging patch-
wise feature vectors in a grid-based representation aiming 
to preserve spatial correlations of different patches. 
Although these methods save most of the discriminatory 
information and the grid representation can be used to 
train a CNN to classify the entire WSI, the contextual 
analysis of each point of the grid (i.e the feature vector of 
a patch) is limited to its 3x3 neighboring in the grid. 
Indeed, the analysis of relationships between patterns 
present in the single patches is performed through 3D 
convolutional operations.  

This study proposes a solution for applying CNNs to 
histopathological images that works on the entire image, 
but preserving both detail and contextual information by 
widely extending the contextual analysis of each patch. A 
set of reference patches is mapped into a high dimensional 
deep features space, so that bags of deep features words 
are constructed using a clustering algorithm. A whole 
slide is partitioned into patches, which are projected into 
the same high dimensional deep features space and the co-
occurrences of the deep features words are considered to 
build a 3D tensor that represent the entire image in a more 
compact way.  

The experiments were conducted on the 
Camelyon16 dataset for the binary classification task of 
breast cancer. Comparisons with the state of the art 
confirm that the proposed method opens up to the 
future possibility of further extending this method 
aiming to further reduce the amount of data to be 
processed, while still obtaining good results for 
classification tasks. 
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Fig. 1.  Matrix cluster feature extraction. A WSI is divided into a set of patches and each of them is mapped to a feature vector using  
a pre-trained ResNet-18. To each feature vector is assigned a label cluster obtained computing its minimum distance from the feature 

vectors representing the centroids of the previously computed clusters. The set of label clusters is rearranged in a matrix according 
to the original spatial arrangement of the patches 

II. METHOD

The system takes a WSI of any size as input and its 
pipeline is as follows. The image is partitioned into 
non-overlapping patches, which are projected into a 
high dimensional deep feature space by means of 
suitably fine-tuned CNN. Our strategy requires pre-
processing to divide in clusters the feature vectors of 
the patches in which any WSI of the training set has 
been partitioned. The information about the clusters  is  
used  to  map  later  each WSI to be analyzed in a dense 
feature space that is fed to the image-level classifier. 

After the preprocessing phase, the overall 
framework is functionally divided into two main 
stages, namely Tensor-based Feature Extractor and 
Tensor-based Classifier. 

A. Pre-processing

A pre-trained ResNet-18 [7] is fine-tuned for a
binary classification, i.e. in order to distinguish 
between malignant and benign tissue. The fine-tuning 
is performed by considering patches extracted from a 
reference set of WSI that have been manually annotated 
by pathologists and are provided with the dataset 
adopted for the experiments. The trained network is 
then used to extract a feature vector of length H for each 
considered patch, that is then projected into a 
H-dimensional deep features space. The set of deep 
features vectors extracted from reference patches 
undergo a clustering process that is performed by K-
means to form a set of K bags of deep features words.  

Clusters might include irrelevant or redundant 
information, so that a post-process is applied aiming to 
balance data in each cluster and to remove data 

associated with patches including no tissue. Finally, for 
each cluster i, the corresponding centroid V is stored in 
the i-th row of a matrix MV of K×H size. The matrix 
MV will be used to perform the assigned patches 
extracted from a WSI to the corresponding cluster. In 
other words, MV allows assigning a patch to the 
corresponding bag of deep features words. 

B. Tensor-based Feature Extractor and Classifier

This step is devoted to the generation of a 3D tensor
which stores information on the relationships between 
each couple of different patches lying at distance less 
or equal to D in the WSI input. The distance D is the 
value of the proximity radius determining the 
contextual area considered for each patch, i.e. D is the 
maximum distance between two different patches of a 
WSI for which the relationship between the 
corresponding features can be taken into account.  

In the following, two different patches of a WSI at 
distance less or equal to D will be indicated as adjacent 
patches. Each analyzed patch has size S×S×3. 

Given an input WSI, namely W, with size N×M×3, 
it is partitioned in non overlapping patches of size 
S×S×3. Each patch pi,j is projected in the H-dimensional 
deep features space by computing its deep feature 

vector and assigned with the cluster k∈K with the 

minimum Euclidean distance. Distances are computed 
between the patch feature vector and the cluster 
centroids. A cluster matrix CM of size N/S×M/S is 
constructed, where each (i, j) corresponds to a patch in 
W, and stores the index k of the cluster the patch has 
been assigned with. The index k can be also thought of 
as the cluster label of the patch pi, j  (see Fig. 1). 
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The cluster matrix CM is then used to build a 3D 
tensor storing two different types of information about 
the relationship between feature vectors of adjacent 
patches of W. In more details, let T be a tensor, with size 
K×K×D, whose elements are initially set to 0. The tensor 
T is dealt as the union of two equivalent prisms Pdis and 
Pcor each of them of height D and with bases formed by 
orthogonal triangles with legs of length K. The prism Pdis 
contains the information related to the distribution of 
clusters among the adjacent patches of W, while Pcor 
includes information on the correlations between the 
feature vectors of the adjacent patches of W. 

a. 

Fig. 2. Our tensor-based network. Two different sets of features are 

extracted independently on the basis of the information of the cluster 

matrix and feature vectors of the patches. These sets are stored in 

two different symmetric volumes of the tensor T. For each couple of 

different patches with a given distance d≤D and with feature vectors 

belonging to two defined clusters,  the first volume (red part) specifies 

the occurrence in W of the selected pattern, while the second volume 

of T (orange part) includes the sum of correlation indexes between 

the feature vectors associated to the patches of the selected pattern in 

W. Then, the tensor T is normalized and is fed a deep network

for the classification tasks 

In more details, let be pi,j and pi’,j’ two patches in W 

lying at the distance d ≤ D, which have been assigned to 

clusters k and k’ respectively, that is CM(i, j) =k and 
CM(i’, j’) = k’. The set {k, k’, d} (or also {k’, k, d}) 
identifies a pattern SP in W represented by  any couple 
of  patches of W at distance d in W and with feature 
vectors belonging to k-th and k’-th clusters. The 
occurrence of SP in W is stored into the tensor Pdis. In 
particular, the point (m, n, d) of T, with m = min(k, k’) 
and n = max(k, k’), is incremented by 1 every time the 
pattern SP is detected in W. Concomitantly, the sum of 
correlation indexes between the feature vectors 
associated to the patches in W characterizing SP  is 
stored in Pcor. In particular, for each detected SP in W, 
the point (n, m, d) of T is incremented by the value of the 
Pearson coefficient [8] computed between the feature 
vectors of the patches belonging to the current SP. See 
Fig. 2. 

A normalization process is applied on each slice of 
T to obtain values between -1 and 1. This operation is 

performed adopting the mapping function [9] that is a 
quasi sigmoid normalization. Finally, the normalized 
tensor T is fed to a VGG-11 network [10]. 

III. EXPERIMENTS AND RESULTS

The performance of the proposed method has been 
evaluated on the publicly available histopathology 
image Camelyon16 dataset [11]. 

Different experiments have been performed to 
select: a) the deep networks both for feature vector 
extraction and for classification; b) the patches set for 
the clustering process; c) the normalization function 
and finally, d) the values of K and D. Moreover, 
different strategies have been considered for training of 
our network, considering either single parts or the 
whole tensor, aimed at assessing the potential 
contribution of different kinds of information in T. For 
the sake of brevity, only some of these experiments will 
be presented in this paper. Comparisons with recent 
state-of-the-art techniques are provided on the same 
task with respect to the same testing protocols. 

A. Dataset and cluster data preparation

The Camelyon16 dataset contains 400 H&E WSIs
of sentinel lymph nodes of breast cancer obtained from 
two independent sets collected in Radboud University 
Medical Center (Nijmegen, the Netherlands) and in the 
University Medical Center Utrecht (Utrecht, the 
Netherlands). The dataset is originally split into 270 
WSIs (160 of normal tissue and 110 containing 
metastasis) for the training phase and 130 WSIs (80 of 
normal tissue and 50 containing metastasis) for the test 
phase; this original splitting was preserved in our 
experiments. All WSIs of the training set containing 
metastases are accompanied by manual annotations 
that have been used for both the training of the ResNet-
18 and the selection of patches used for the clustering 
processes. In particular, 120156 patches have been 
extracted from the WSI training set to fine-tune the 
ResNet18 and 15000 patches coming from the WSI test 
set were used for clustering. The involved patches were 
appropriately selected from many different images, 
equally distributing them according to their type, 
normal or tumor tissue. On the basis of different 
experiments, the number of clusters K was set to 256. 

B. Experimental Setup and Results

In this study, each analyzed patch has size S×S×3,
with S equal to 224 and ResNet-18 has been adopted as 
feature extractor for both the clustering process and the 
generation of the tensor T. The extracted features are 
one-dimensional vectors of length H=512 elements.  

 We propose three different scenarios for the 
classification, depending on whether only one part of T 
(Pdis or Pcor) or the whole tensor T is involved in the 
analysis. 
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 For each strategy, the results have been evaluated 
with tensors at different depths, in particular for D = 4, 
8, 16 and 32.  

 The performance of different approaches has been 
compared in terms of standard metrics, namely 
Accuracy, F-Measure, Specificity and Sensitivity. The 
performance has been also measured in terms of the 
Area under the ROC Curve (AUC). The numerical 
results of these experiments are reported in Table I.   

TABLE I. RESULTS 

D AUC Acc. F-score Spec. Sens. 

T 

4 0,61 0,56 0,56 0,45 0,73 

8 0,72 0,64 0,66 0,51 0,79 

16 0,61 0,60 0,66 0,48 0,70 

32 0,61 0,62 0,69 0,50 0,70 

Pdis 

4 0,51 0,62 0,77 − 0,62 

8 0,55 0,62 0,77 − 0,62 

16 0,50 0,62 0,73 0,50 0,66 

32 0,49 0,44 0,51 0,32 0,56 

Pcor 

4 0,71 0,63 0,65 0,51 0,79 

8 0,75 0,63 0,65 0,51 0,78 

16 0,70 0,58 0,56 0,47 0,80 

32 0,72 0,59 0,60 0,47 0,75 

 In Table I, the best value for each measure is written 
in bold, while the best result for each type of tensor is 
written on a gray background. Considering the values 
for each strategy as a whole, setting D = 8 represents 
the best choice for the maximum distance between two 
different patches of a WSI for whose relationship 
between the relative features can be taken into account. 
The highest values of accuracy (0,68), specificity 
(0,51) and sensitivity (0,79) are obtained when the 
whole tensor T is considered. The highest value of F1 
score (0,77) is provided by Pdis (0,66 for T and 0,65 for 
Pcor). The best performance in terms of AUC (0,75) is 
obtained considering Pcor (0,72 for T and 0,55 for Pdis). 
The remaining measures for Pcor show values similar to 
those obtained for T. Thus, the best strategy can be 
considered the one based on Pcor and for D = 8. For this 
configuration, Fig. 3 shows the confusion matrix and 
the ROC curve. 

Fig. 3. Confusion matrix and ROC curve of the network, taking 

into account only Pcor with D = 8 

 The classification result in terms of AUC is 
comparable with those of the studies in [4] and [5]. The 
capacity of these methods to reduce the whole-slide 
images into a compact format was tested in [4] by using 
three different networks: the Bidirectional Generative 
Adversarial Network (BiGAN), a Variational 
AutoEncoder (VAE) and a discriminative model based 
on contrast training, while the method [5] is based on 
two Attention networks (AN). The AUC of the BiGAN, 
VAE and contrastive networks are respectively 0.70, 
0.67 and 0.65, while AN provides an AUC equal to 
0.71. The results are in line with many of those 
obtained from the method presented in this study, in 
which the level of abstraction of whole-slide image 
representation has increased. However, the result 
obtained by our model is quite relevant, since for depth 
levels 4, 8, 16 and 32,  it has obtained an AUC of 0.71, 
0.75, 0.70 and 0.72 respectively, which is equal to or 
higher than that obtained from [4] and [5] methods. 
Thus, the proposed method can represent giga-pixel 
images in an alternative way, while preserving the 
ability to discriminate images by classes even at a 
higher level of abstraction.  

IV. CONCLUSIONS

 In this paper, a methodology for the analysis of 
histological images has been proposed which extracts 
3D tensors by constructing a grid of clustered deep 
features and extracting information related to the 
proximity of the patches. These tensors allow a 
compact representation of WSIs that can be analyzed 
by deep learning techniques. Results have shown that a 
tensor constructed by considering a proximity radius of 
8 patches and the correlation measures between the 
different patches provides the best performance. With 
this type of image synthesis, the results obtained by the 
network exceed those obtained by recent studies 
proposed in the literature, opening up to the future 
possibility of extending this approach to further reduce 
the amount of data to be processed, while still obtaining 
good results in classification tasks. 
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Abstract. The paper addresses chest pathologies 

analysis problem. An algorithmic approach based on 

neural networks is proposed. An algorithm is 

implemented as a special software package. 
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I. INTRODUCTION

In the conditions of a pandemic, the primary task of 

medicine is to detect the disease at an early stage. The 

solution of this problem is carried out by mass screening 

of the population. Doctors usually use all kinds of 

(stationary and portable) equipment to obtain primary 

data about patients. However, the use of various types 

of medical devices makes analysis of the images 

obtained quite difficult. To increase radiologists' 

performance, in this case, a flexible software tool is 

necessary. It should be as independent as possible from 

the types of technical devices. The data processing and 

diagnosis making a diagnosis can be simplified to a 

greater extent by using an appropriate set of algorithmic 

tools that automate all its stages. 

The report discusses one of the possible approaches 

to solving the problem based on intelligent image 

analysis [1, 2]. 

II. PROBLEM ANALYSIS AND PROBLEM STATEMENT

Before proceeding to the solution of the problem, it

is necessary to identify the main stages of obtaining and 

analyzing [3–5]. X-ray images and the problems 

associated with them. 

The overall process of obtaining and analyzing 

radiographic images can be presented in the form of a 

sequence of the following main stages: 

 Collecting data from various radiographic

devices,

 Image preprocessing,

 Intellectual data analysis,

 Predictions calibration,

 The stage of diagnosis.

It is evident that the solution of a specific 

application problem is associated with each of these 

stages. In addition to that, it is necessary to take into 

account the specifics of the corresponding problem 

when solving them. Thus, at the data collection stage, 

it is necessary to support the transfer of images from 

various types of medical devices. At the image 

preprocessing stage, images of various devices must be 

brought to the common view. At predictions' 

calibration stage the specifics of the specific medical 

equipment should be taken into account. Finally, when 

making a final diagnosis it is necessary to diagnose not 

only the main, but also the accompanying diseases. 

III. THE PROCESS OF SOLVING THE PROBLEM

Let's first consider the stage of preprocessing a set of 
images 𝑋. 

Let some transformation 𝑔: 𝑋 → 𝑋′  be given for 
performing image preprocessing. The resulting image 
𝑋′  has the following limitations: 𝑥′ ∈ 

∈ [0 … 255]𝑤×ℎ×𝑐, ~∀𝑥′ ∈ 𝑋′,  where 𝑤  and ℎ  are 
width and height of the image and 𝑐 is the number of 
channels.  

That is, the initial X-ray images are reduced to a 
common format with the same dimension, which 
simplifies their subsequent processing. 

Let's consider the next stage of image analysis. Let 
𝐷 = {𝑑1, 𝑑2, … , 𝑑𝑘}  be the set of possible pathologies. 
Notation 𝑑𝑖 ∈ 𝑥 is used to show that pathology 𝑑𝑖 is
present at the image 𝑥. Since it is necessary to detect 
all diseases present in the image, then for each input 
image 𝑥 ∈ 𝑋′  a 𝑘 -dimensional vector 𝑦 = 
= (𝑦𝑖|𝑦𝑖 = 1(𝑑𝑖 ∈ 𝑥)) is assigned, where 1(𝑥)  is an 

indicator function. 

Let 𝑌 =  {𝑦} be the set of all possible pathologies. 
Thus, at the stage of image analysis, it is necessary to 
construct a transformation 𝐶: 𝑋′ → 𝑌. 

To solve this problem, a convolutional neural 
networks approach [6–8] is proposed. Inputs for the 
neural network are images 𝑥 ∈ 𝑋′  and outputs are 
probability vectors 𝑝(𝑥) = 𝑝(𝑝𝑖|𝑝𝑖 = 𝑃(𝑑𝑖 ∈ 𝑥)). 
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At the stage of converting the vector 𝑝 into 𝑦, it is 
necessary to build an algorithm 𝐼: 𝑃 → 𝑌. It is intended 
for results calibration and interpretation. At the same 
time, it is necessary to take into account the specifics of 
the X-ray equipment (the manufacturer, the shooting 
conditions and other factors). A simple threshold 
selection algorithm is proposed. 

Let's assume that a vector of threshold values 

𝑇 = (𝑡1, 𝑡2, … , 𝑡𝑘), ~𝑡𝑖 ∈ (0,1) is given for each specific 

device. Interpretation transform is defined as following: 

𝐼(𝑝) = (𝑦𝑖̂|𝑦𝑖̂ = 1(𝑝𝑖 > 𝑡𝑖)). 

Thus, the process of chest pathologies analysis is 

described in general terms. The most interesting stage 

in this case is the image analysis stage, since the 

performance of the entire intellectual framework 

depends on the quality of its solution. 

IV. DENSENET ARCHITECTURE

A well-known DenseNet architecture [9, 10] is 

chosen for image analysis. An image 𝑥  of 

dimensionality 384 × 384 × 3 is fed into the network. 

As a result of the transformation performed by the 

neural network, the resulting feature description of the 

image 𝑓(𝑥)has dimensionality of 12 × 12 × 2048.  

With the help of linear layers composition feature 

description is projected into the vector 𝐿 = 

= (𝑙1, 𝑙2, … , 𝑙𝑘|𝑙𝑖 ∈ ℛ). Number of components 𝑘 in that 

vector matches the total number of lung pathologies 

under analysis. To interpret the result in terms of 

probability, as required by the process, it is necessary 

to apply a sigmoid function to the vector 𝐿 component-

wise: 𝑝(𝑥) = (σ(𝑙1), σ(𝑙2), … , σ(𝑙𝑘)),  where σ(𝑥) = 

=
1

1+𝑒−𝑥. DenseNet architecture is presented in Fig. 1. 

As a result of the intelligent image analysis, besides 

pathologies recognition, it is also vital to interpret the 

outputs of the neural network. That interpretation will 

be used later by the radiologist to validate or correct the 

diagnosis made by the algorithm. 

To interpret the prediction, it is proposed to use a 

heat map constructed by the CAM algorithm. 

Let 𝑓(𝑥)𝑖𝑗
𝑘  be a pixel of 𝑘 -th feature map of the

resulting image vector description created by the neural 

network. The operation Global Average Pooling can be 

defined as follows: 𝐹𝑘(𝑥) =
1

144
∑ ∑ 𝑓(𝑥)𝑖𝑗

𝑘12
𝑗=1

12
𝑖=1 . The 

heat map is defined by the equation 𝑌𝑐 = ∑ 𝑤𝑖
𝑐𝐹𝑖𝑘

𝑖=1 , 

where 𝑐 is the sequence number of the pathology under 

consideration, 𝑤𝑖
𝑐  is the weight of the connection

between 𝑘 −th feature map and 𝑐-th pathology inside 

the dense classification layer. 

V. EXPERIMENTS

To test the operability of the algorithmic solution, 

experiments were conducted using images from the 

NIH [11] and RSNA radiographic image databases. 

The RSNA database contains X-ray images with 

annotations. The total amount of data is about 30,000 

images. There are 3 classes available for recognition: 

Normal, Lung Opacity, Not Normal/No Opacity. To 

simplify the experiment, only the first 2 classes were 

used. In addition to the class labels, the annotation of 

the images contains the coordinates of the areas in the 

image that the experts considered important when 

making the final diagnosis. Such data are not used in 

this study. The results of evaluation on the test set are 

presented in Table I. 

TABLE I. RSNA EVALUATION RESULTS 

Precision Recall F1 

Normal 0.947 0.971 0.959 

Pneumonia 0.956 0.919 0.937 

The second data set (NIH) consists of 112 thousand 

images. 14 different lung pathologies are available for 

classification. A distinctive feature of the data set is that 

pathologies can appear simultaneously. The data set is 

very diverse, it contains images that differ in brightness 

and contrast. Some images have labels that indicate the 

orientation of the X-ray image. 

The NIH database is not balanced by the number of 

classes which significantly complicates the process of 

training a neural network. To overcome this 

complexity, the following approach is proposed. 

Each training sample 𝑥 is assigned a vector 𝑤 which 

is used to scale loss function for that training sample. 

For each unique pathology label 𝑐 ∈ 𝑇  two weight 

coefficients 𝑤𝑐
+ and 𝑤𝑐

− are calculated. The first one is

used for positive images relatively to pathology 𝑐, the 

second one - for negatives. 

Fig. 1. DenseNet architecture 
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𝑤𝑐
+ =

α𝑐(𝑁𝑐 − 𝑁𝑐
+)

α𝑐(𝑁𝑐 − 𝑁𝑐
+) + 𝑁𝑐

+
,

𝑤𝑐
− =

𝑁𝑐
+

α𝑐(𝑁𝑐 − 𝑁𝑐
+) + 𝑁𝑐

+
.

In that equation 𝑁  is the total number of training 

samples, 𝑁𝑐
+ - the number of samples with pathology 𝑐, α𝑐

is a hyperparameter. The resulting weight 𝑤 is calculated 

as 𝑤 = (𝑤𝑖|𝑖 ∈ 𝑇), 𝑤𝑖 = 1(𝑖 ∈ 𝑥) ∗ 𝑤𝑖
+ + 1(𝑖 ∉ 𝑥) ∗ 𝑤𝑖

−.

To increase the variety of images and combat the 

retraining of the neural network, the augmentation of 

input data is conducted. The following operations are 

considered: Center Crop, Random Horizontal Flip, 

Random rotation. 

The results of the evaluation are presented in Table II. 

They confirm the efficiency of the proposed algorithm 

for its use in practice. 

TABLE II. NIH EVALUATION RESULTS 

AUC-

ROC 

F1 F1(calibrated) Threshol

d 

No Finding 0.792 0.740 0.770 0.001 

Atelectasis 0.816 0.397 0.420 0.7994 

Consolidation 0.797 0.207 0.219 0.9790 

Infiltration 0.708 0.387 0.426 0.001 

Pneumothorax 0.885 0.383 0.422 0.959 

Edema 0.883 0.237 0.237 0.9590 

Emphysema 0.896 0.287 0.347 0.979 

Fibrosis 0.799 0.092 0.110 0.979 

Effusion 0.883 0.556 0.555 0.599 

Pneumonia 0.791 0.068 0.096 0.979 

Cardiomegaly 0.891 0.301 0.351 0.979 

VI. PRACTICAL IMPLEMENTATION AND THE EXAMPLES

OF OPERATION 

A software package has been developed based on 

the algorithmic solution of the problem. This complex 

automates the process of diagnosis, which greatly 

simplifies the work of radiologists. 

The software package consists of the following 

modules: 

 Algorithmic module,

 A database with verified images and diagnoses

to them,

 Module for visualization and interpretation of

results,

 Calibration module,

 User and Expert Interfaces.

The architecture of the software package is 

presented in Fig. 2. 

VII. CONCLUSION

The article addresses the problem of chest 

pathologies intellectual analysis. The process of the 

analysis is carried out using X-ray images. That images 

are obtained from different types of technical devices. 

An approach to solving the problem is proposed, 

including preprocessing of source images, interllectual 

analysis, calibration of results and diagnosis. 

Experiments have been conducted to confirm the 

efficiency of this approach. Based on the results of 

theoretical research, a software technology has been 

developed that provides an effective solution to the 

problem. 

Fig. 2. Software package architecture 

45

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



REFERENCES 

[1] V. V. Krasnoproshin, H. E. R. M. Vissia, Decision-Making
and Big Data, Las Nuevas Areas del Poder Economico
Mundial. XII Acto Internacional de la Real Academia de
Ciencias Economicas y Financieras, Barcelona, Royal
Academy of Economy and Financial Sciences, 2017, pp. 105–
120.

[2] V. Krasnoproshin, V. Obraztsov, H. Vissia, Solution of
applied problems: formalization, methodology and
justification, World Scientific Proceeding Series on Computer
Engineering and Information Science, vol. 3. “Computational
Intelligence in Business and Economics”, London, World
Scientific, 2010, pp. 57–64.

[3] A. Naumovich, Program logs intellectual analysis, BEST
YOUNG SCIENTIST – 2021: III International Book Edition
of the countries of the Commonwealth of Independent States,
Nur-Sultan, 2021, pp. 119–122.

[4] A. Naumovich, Neural Network Based log anomaly detection,
Proceedings of the 63rd All-Russian Scientific Conference of
MIPT, Section: applied mathematics and computer science,
Moscow, MIPT, 2020, pp. 309–311.

[5] Rahaman, Md Mamunur et al., ‘Identification of COVID-19
Samples from Chest X-Ray Images Using Deep Learning: A
Comparison of Transfer Learning Approaches’, 1 Jan. 2020,
pp. 821–839.

[6] Pranav Rajpurkar et al., CheXNet: Radiologist-Level
Pneumonia Detection on Chest X-Rays with Deep Learning
[Electronic resource]. Available at https://arxiv.org/pdf/
1711.05225.pdf (accessed 2021 March).

[7] V. Golenkov, N. Guliakina, V. Golovko, V. Krasnoproshin
Artificial Intelligence Standardization Is a Key Challenge for
the Technologies of the Future, Communications in Computer
and Information Science, vol. 1282: “Open Semantic
Technologies for Intelligent System”, Springer, 2020, pp. 1–
21.

[8] V. A. Golovko, V. V. Krasnoproshin. Neural network
technologies of data processing: a textbook, Minsk, BSU,
2017, 264 p.

[9] Gao Huang et al., Densely connected Convolutional Networks
[Electronic resource]. Available at https://arxiv.org/abs/
1608.06993 (accessed 2021 April).

[10] Hongyu Wang, Yong Xia. ChestNet: A Deep Neural Network
for Classification of Thoracic Diseases on Chest Radiography
[Electronic resource]. Available at https://arxiv.org/abs/
1807.03058 (accessed 2021 May).

[11] Xiaosong Wang et al., ChestX-ray8: Hospital-scale Chest X-
ray Database and Benchmarks on Weakly-supervised
Classification and Localization of Common Thorax Diseases,
[Electronic resource]. Available at http://dx.doi.org/10.1109/
CVPR.2017.369 (accessed 2021 April).

46

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



AI-based Retrospective Study for Revealing Diagnostic 

Errors in Chest X-ray Screening 

Vitali Liauchuk  

Biomedical Image Analysis Dept. 

United Institute of Informatics 

Problems of NAS of Belarus 

Minsk, Belarus 

vitali.liauchuk@gmail.com 

Aleh Tarasau 

Republican Research and 

Practical Center for 

Pulmonology and Tuberculosis 

Minsk, Belarus 

novoe1975@gmail.com 

Vassili Kovalev 

Biomedical Image Analysis Dept. 

United Institute of Informatics 

Problems of NAS of Belarus 

Minsk, Belarus 

vassili.kovalev@gmail.com 

Abstract. In this paper, we explore the ability of an 

AI-based computer-aided diagnostic system (CAD) to 

help to reveal the early signs of probable lung diseases 

in X-ray images. We use a large screening database 

which contains natively-digital X-ray images acquired 

between 2001 and 2014 along with the corresponding 

diagnostic reports provided by the radiologists. We 

apply a Deep Learning-based CAD system to the cases 

from the database which were labeled by the radiologist 

as a norm and compare the CAD prediction results to 

the radiologists’ diagnostic reports. Our experiments 

demonstrate the ability of an automated AI-based CAD 

to reveal discrepancies between the diagnostic reports 

and the actual state of lungs as conveyed by the X-Ray 

image. Additionally, in a number of cases the Deep 

Learning algorithm was able to detect early signs of 

lung diseases which progressed later according to the 

patient anamnesis. 

Keywords: X-ray CAD, AI, Deep Learning, 

Retrospective 

I. INTRODUCTION

With the recent emergence of Big Data and Deep 
Learning methods we observe a rapid development of 
algorithms which are often referred as Alternative 
Intelligence (AI). State-of-the-art AI-based solutions of 
different kinds find more and more applications in 
different business areas including marketing, industry, 
and modern software. 

However, in the field of medicine the process of 
incorporation of AI-based solutions for diagnosis 
and treatment is not as rapid as in other fields. The 
use of AI in medicine is still rather limited due to 
high responsibility in the decision making, strict 
protocols and some skepticism with respect to the 
use of computerized methods [1]. The exact ways of 
using AI algorithms in medicine are under 
discussion [2]. 

In this paper, we assess the potential profit of using 
an AI-based X-ray CAD system in clinical practice 
during the screening. One way to do so is to start using 

an X-ray CAD system in daily clinical routine. After a 
while, the effect of using the AI algorithms during the 
preliminary diagnostic process can be quantitatively 
evaluated in terms of increased sensitivity, reduced 
time spent for diagnosing, etc. However, such 
prospective study requires significant efforts and takes 
a substantial amount of time to gather representative 
statistics. This is especially true in case of population 
screening scenarios where most of the examined cases 
are expected to be normal. Therefore, here we consider 
a retrospective study which uses the X-ray images and 
the corresponding diagnostic reports made in the past. 

In this work, we present the results of a 
retrospective study with the use of a large archive X-
ray screening database and a domestic X-ray CAD 
system. Here we address the following two questions. 

1) Is a CAD system able to alarm potential miss-
classifications of X-ray images? 

2) Is a CAD system able to help in detection of
early signs of lung diseases? 

Fig. 1. Visual appearance of the X-ray CAD web-service 

(https://image.org.by/xray_lung) 

To this end, we first automatically detect the cases 
with potential discrepancy between the radiological 
description and the X-ray image content. Then, the 
most probable candidates are manually analyzed by a 
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qualified radiologist to approve or disapprove the 
revealed discrepancy. Additionally, for those patients 
which had multiple records in the database we explore 
whether the automatic CAD could detect the lung 
abnormalities earlier than the radiologist did according 
to the anamnesis. 

The web-version of the X-ray CAD system used 
with this study is available for testing at [3]. Visual 
appearance of the web-service is shown in Fig. 1. 

II. X-RAY CAD SYSTEM EMPLOYED

A. CNN Training data

The majority of the X-ray images used in this study
were originally digital images taken from the 
population screening data storage system. The X-ray 
images were presented as single-channel 16-bit 
DICOM images with resolution varying from 520×576 
to 2800×2531 pixels. Each X-ray scan from the 
database had its corresponding textual description 
provided by the radiologist during the image 
assessment process. In order to extract the image class 
labels (“normal”, “tuberculosis”, “pneumonia”, etc.) 
the textual descriptions were parsed with use of 
keyword and keyphrase matching. The textual 
descriptions were assigned by qualified radiologists 
within the screening procedure. 

 A relatively small portion of the database images 
was used to train the Convolutional Neural Network 
(CNN) model for X-ray image classification. The 
entire database contained 1,908,926 records. From the 
screening database, a total number of 33,089 cases 
were selected to compose the study group. Out of 
those, 16,594 cases represented healthy subjects 
(“normal”), and 16,495 represented X-ray cases with 
visible signs of at least one lung disease including 
tuberculosis, pneumonia, focal shadows and bronchitis 
(“abnormal”). The screening-based study group was 
randomly split into training, validation and testing 
subsets with ratio 70%, 20% and 10% respectively. 
The split was performed so that all images that were 
known to belong to a single patient appeared all 
together in one subset. 

To increase the robustness of the resultant 
prediction model, data from the 3rd party datasets was 
added into the training subset. The 3rd party datasets 
included Montgomery and Shenzhen datasets [4], and 
an additional subset of normal X-ray images taken 
from “Normal CXR Module: Train Your Eye'' [5]. In 
total, the training subset was extended by 657 normal 
and 295 abnormal images from 3rd party sources. 

B. CNN model training

The CNN model used for classification of X-ray
images and localization of abnormal regions was 

composed of a convolutional part of VGG16 network 
as backbone appended by several additional layers 
including a special Heatmap layer. The details about 
the CNN architecture employed are described in [6]. 
During inference, the network outputs the overall 
abnormality confidence score, partial confidence 
scores for presence of signs of tuberculosis, 
pneumonia, focal shadows and bronchitis, and a 
heatmap indicating the localization of the abnormal 
and suspicious regions in the target image (see Fig. 1). 

The CNN training process included two stages. At 
the first stage, the CNN backbone was initialized with 
ImageNet-trained weights and the training was 
performed for the binary classification task (“normal” 
vs. “abnormal”). This allows using all the available 
data including 3rd party images which lack meta-
information on the specific diseases (tuberculosis, 
pneumonia, etc.). The second stage is continued from 
the checkpoint from the first training stage which 
minimizes the validation loss value. The second stage 
considers training the CNN in a multi-class multi-label 
mode with use of all the data except for abnormal 3rd 
party cases. The experiments showed that using data 
from different sources makes the final trained model 
better usable for 3rd party data. 

The classification performance of the trained model 
is assessed with use of ROC-curves. Results of the 
performance assessment evaluated on the testing 
subset are shown in Fig. 2. 

Fig. 2. Roc-curves for prediction of X-ray image with use 

of the domestic CAD system evaluated on the testing subset

III. RETROSPECTIVE DATABASE ANALYSIS

A. Automatic evaluation of normal X-rays

A total number of 563,495 screening database
records were recognized as normal according to their 
textual descriptions. All the selected images were 
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evaluated with use of the domestic CAD system. The 
overall abnormality score was used for the subsequent 
triage of X-ray cases. The statistical results of the 
evaluation of cases which were marked as normal in 
the database are shown in Fig. 3. As it can be seen 
from the histogram, the vast majority of cases had the 
abnormality score below 0.5, which is well expected 
for such selection of cases. Still, a large number of 
images had big abnormality score values. Specifically, 
10,007 cases had scores above 0.9, out of which 17 
had the maximum possible score of 1.0. 

Fig. 3. Abnormality scores automatically evaluated on the 

screening X-ray images which were labeled as normal 

B. Manual evaluation

Due to high costs of manual analysis, only the
top-500 X-ray images with the highest abnormality 
scores were selected for further analysis. Thus, in 
this preliminary study only a small portion of the 
potentially interesting data was evaluated. The 
subsequent analysis included two stages. At the first 
stage, the automatically selected cases were filtered 
by a non-radiologist with use of visual analysis to 
exclude the obvious false-positives (wrong image 
orientation, unsuitable projection, scanning failures, 
artifacts, CNN reaction to nipple shadows, etc.). As a 
result of this stage, 124 out of 500 X-ray cases were 
selected for the subsequent visual analysis by a 
qualified radiologist. At the second stage of visual 
analysis the radiologist had access to all X-ray 
images of the selected patients available in the 
screening database. For each image, the 
corresponding textual description was available. For 
each analyzed image, the radiologist was to answer 
two questions: (1) “Is there a discrepancy between 
the X-ray image content and its description in the 
database?”, and (2) “Was the X-ray CAD helpful in 
revealing such discrepancy?”. An additional task was 
to find those cases in which the automatic CAD 
could reveal signs of a lung disease earlier than it 
was done by the radiologists according to the 
anamnesis. 

C. Results

The visual analysis procedure described above
revealed 54 cases which had discrepancy between the 
X-ray image content and its description in the 
database. In all these cases the CAD-provided 
heatmaps were helpful in finding the suspicious 
findings in the X-ray images. In 5 cases the CNN 
revealed findings which were confirmed later in the 
anamnesis, in some cases the findings developed into a 
lung disease. 

Fig. 4 shows the examples of X-ray images which 
have visual signs of abnormalities but were marked as 
normal in the screening database. Here, the left column 
shows the original X-ray images, and the right column 
depicts the corresponding images analyzed with use of 
the developed X-ray CAD with lung mask and 
heatmap overlayed on top of the original image. 

Fig. 4. Examples of X-ray images and the corresponding AI 

processing results which have visual signs of abnormalities but 

were marked as normal in the screening database 

Fig. 5 shows a case which demonstrates the 
potential use of the developed X-ray CAD for early 
detection of signs of disease. Here, the top row shows 
an X-ray scan of a patient from October 2007, the 
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textual description reports no visual signs of 
abnormalities. The bottom row shows another scan of 
the same patient from October 2008, the description 
reports a “medium-intensity linear shadow in lower 
lung field on the right side”. On the other hand, the X-
ray CAD applied to these images highlighted the 
suspicious region with shadow in both cases. 

Fig. 5. Two subsequent X-ray scans of a single patient with ~1 

year difference; the first image was diagnosed as normal,  

whilst the second one is reported to have an abnormality 

in the right lung; automatic X-ray CAD correctly localized  

the abnormality in both cases 

IV. CONCLUSIONS

The experimental results presented above suggest 
drawing the following conclusions. 

1) The X-ray CAD system employed with this
study is capable of alarming the potential miss-
classifications of X-ray images. 

2) The employed X-ray CAD system is helpful in
detection of early signs of lung diseases. 

It should be noticed that in this preliminary study 
only a small portion of the potentially misclassified 
X-ray images was visually verified. Out of only 500 
cases with the highest abnormality confidence scores 
we found 54 images which were indeed annotated with 
an error. This is roughly 10% of the suspicious cases 
examined. Presumably, a large-scale analysis of tens of 
thousands of suspicious X-ray images could reveal 
hundreds or even thousands of misclassified cases. 

In general, the results of this retrospective study 
suggest that using a high-precision X-ray CAD system 
in routine population screening can increase the 
diagnostic sensitivity and, in some cases, detect early 
signs of lung diseases. 
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Abstract. In this paper, we formalize the problem of 

the motion analysis of dynamic objects and scenes based 

on the algorithms and methods developed by the authors 

for analysis of the cell population behavior. Cell 

population is considered as a system of dynamic objects 

and motion is analyzed by using concept of an integral 

optical flow. On the base of the main types of motion, the 

key points of cell movement in the population are 

identified and stages of cell development and interaction 

are described. The formalization of operations on 

dynamic objects has been completed. 

Keywords: dynamic object, scene, motion 

I. INTRODUCTION

In the study of living cells, time-lapse microscopy is 
important. This is a sequential recording of microscopic 
images in long-term monitoring systems for the 
observation and analysis of the cell population in vitro, 
which allows to study the cell dynamics in detail.  

Video-microscopy can be considered as one of the 
types of time-lapse microscopy. Its advantages include 
high temporal resolution and the ability to shoot 
continuously over long periods of time. Video-
microscopy allows you to obtain frame-by-frame 
recording of changes in the shape and mobility of living 
cells, as well as the brightness of their images. Cell 
motion can be described based on dynamic objects [1]. 

The currently existing technologies for  video 
sequences analysis are focused mainly on the motion of 
individual objects rather their moving aggregates, 
which combine the motion of the entire system with the 
motion of its components [2]. 

One of the ways to track the motion of cells is the 
method of tracking dynamic objects, which is a 
continuous determination of the position of the object 

[3, 4]. In this paper, we analyze the motion of dynamic 
objects and scenes, formalize this process and 
demonstrate the results. 

II. DYNAMIC OBJECTS AND SCENES

An elementary dynamic object is a small movable 
localized object with physical parameters such as 
volume, density or mass. Their motion can be rotational, 
rectilinear, accelerated, or even barely noticeable. The 
complexity of detection and tracking is determined by 
their size, change in shape, and the nature of motion.  

Dynamic objects in microscopic images can be 
divided into the following classes:  

– individual small objects that are a movable
component of the background and can be removed 
when sorting by size, 

– large background components with small
displacement due to stochastic motions in a specimen, 

– fragments of the environment around moving
objects that are changed due to their optical 
characteristics. 

Cells in microscopic specimens are mobile objects,  
three types of cell motility can be distinguished: 

– real cell motion,

– displacement of intracellular structures,

– changes in cell shape.

Dynamic objects form scenes. The scene can be 
defined as static, with the added time variable. 3D 
motion is estimated by modeling forward and backward 
flow of objects as dense three-dimensional vector fields. 

A continuous scene can be represented as a 5D 
vector function, where the input determines a three-
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dimensional location x = (x, y, z) and the viewing 
direction 2D (θ, φ).  The output corresponds to the color 
of the pixels and can be defined as c = (r, g, b) and 

volume density σ . In practice, the direction is 

expressed as a three-dimensional vector in Cartesian 
space d. This continuous 5D representation of the scene 
can be approximated by a network MLP F Θ : (x, d) → 
(c, σ), where Θ means the weight to match each 5D 
input coordinate with the corresponding volume density 
and corresponding color. Dynamic objects can be 
described in the same way. 

The key problem of monitoring a dynamic scene is 
to separate the background and objects that can be static 
or change over time. In this case, the direction of motion 
plays an important role, it can be divided into the 
following levels: 

– background motion generated by camera motion;

– background motion formed by a change in the
surrounding space; 

– object motion;

– motion inside objects;

– motion of groups of objects.

Thus, in the first step, it is necessary to divide the 
image field into different types of motion. For this 
purpose, motion maps based on optical flow 
calculations can be used [5]. 

Obviously, for a uniform motion of the optical 
system, the background is formed in the form of a 
constant flow, which has a unique image. Depending on 
the motion of the camera, the image has its own unique 
characteristics as in Fig. 1. 

Fig. 1. Direction of the optical flow field when the camera moves 

The behavior of system of objects is determined by 
group motion. In this case, motion maps are used, they 
determine general trends and can indicate individual 
events in motion [6]. Motion mapping based on the 
summation of vectors in a local area of the image. But 
simple summation can lead to the same values for 
different motion patterns, as in Fig. 2. Thus, the result 
of the movement must be determined using several 
different maps. 

Fig. 2. Two cases when the adder gives the same result 

for different patterns of motion 

It is assumed that these directions of movement are 
spatially integrated by local cells in the image space in the 
same way as provided in the template model in Fig. 3. 

Fig. 3. Scheme of the model of building motion maps. The optical 

flow field is converted to a vector map. The model cells form  

the setting of the Gaussian direction of movement in this 

coordinate system. Adders determine the directions of movement 

based on the direction of the cells 

The fields in the flow analysis model combine 
vectors that encode similar directions of motion in the 
locally generalized space. The model assumes the 
selectivity of traffic flows, which is based on the 
properties of the local field, rather than on complex and 
specialized interactions. Model local cells calculate the 
main directions of optical flow. In particular, at each 
position the cell has a generalized field corresponding 

52

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



to the main direction of movement. This field makes 

each cell less sensitive to deviations from its main 
direction of motion. The local field model summarizes 
data with the same preferred direction of movement in 
a spatial area around their center, as in Fig. 3. In 
addition, the model forms the probability of the 
direction of motion. Thus, based on the summation of 
vectors, it is possible to generate motion maps that 
allow to determine the contours of a dynamic object 
and the types of its motion. 

III. MONITORING OF DYNAMIC OBJECT MOTION

The general scheme for analyzing images of 
dynamic objects includes five stages (Fig. 4): 

– image capture and preprocessing;

– segmentation of the image scene and selection of
cells areas; 

– characteristics measurement;

– definition of laws for the formation of a general
description of cell motion; 

– cell state classification.

The most important characteristics for describing 
dynamic objects in microscopic images are: position 
characteristics (coordinates, speed of motion, direction 
change, trajectory), morphological characteristics (size, 
shape, degree of object shape change), optical 
characteristics (brightness, color, optical density), and 
also the duration of the observation. 

Fig. 4. General scheme of video processing of movable cells 

IV. FORMALIZATION OF OPERATIONS

WITH DYNAMIC OBJECTS 

The formalized concept of the structural model of a 
dynamic object is an ordered set of patterns  A=⟨A1, A2, 
…, An⟩⊆Ωn, which corresponds to the total structural 

description A, if object pattern A∈Ω can be completely 

uniquely reconstructed by combining elements from A, 
which formally can change over time: 

A=δ(A)=A1⊕ A2⊕…⊕ An,  (1) 

where δ – operation of structural reconstruction of the 
pattern according to the structural description; ⊕ – 
operation of combining patterns from Ω, on which, in 
the general case, no additional conditions are imposed, 
except that Ω closed with respect to ⊕. It should be 
noted that the effect of blocking some objects by others, 
typical for images in a video sequence, in contrast to 
many other areas of application of structural analysis, 
makes the order of combining elements of the visible 
scene fundamentally important. Therefore, the 

operation ⊕  in the general case cannot be either 

symmetric or associative, although sometimes such a 
restriction is nevertheless imposed. 

 Thus, the definition of a model of dynamic objects is 
performed through a changing preimage L with time-
constant properties, which consists of n components:  

 L=δ(L)=L1⊕L2⊕…⊕Ln. 

In this case, the types of dynamic elements are 
known, which are specified by the characteristic 
predicates like elements Mi(Li)∈{0,1}, i=1,…,n. In 
addition, given m conditions or connections predicates 
Mk(L)∈{0,1}, k=1,…,m. Then the preimage model 
takes the form: 

M(L)=M1(L1)⋅…⋅Mn(Ln)⋅M1(L)⋅…⋅Mm(L).   

The variables n and m are considered to be time-
variable parameters that are also subject to optimization, 
and predicates are considered as probabilistic or fuzzy, 
taking values by [0,1]. In this case the problem of 
structural segmentation of dynamic objects will 
correspond to the most general case of structural image 
analysis. 

The motion description of objects system can be 
performed not only at the pixel level, but also at the 
region level. The characteristics for describing the 
movement at the region level are the direction of 
movement, the speed of movement and the intensity 
of movement in the region determined on its basis.. 
The determination of motion at the region level and 
the corresponding motion maps are described in [5, 6]. 
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The motion maps are used to determine the type and 

directions of motion in a video sequence and to 

determine the number of pixels moving in the selected 

directions. In this case, the motion is described for all 

nodes (hypothetical centers of motion) through which 

the moving pixels pass. Thus, the dynamic object model 

is defined as: 

A=δ(A)=OP⊕OCM⊕ICM⊕OQ⊕IQ.      (4) 

Here OP, OCM, ICM, OQ, IQ are corresponding 

motion maps. Thus, the simple motion of a dynamic 

object can be described using the concepts of an 

algebraic field and a ring. 

There are three types of dynamic objects motion: 

directional motion, aggregation (moving towards a 

common center), and scattering (moving away from the 

center). The signs of aggregation are: a) several objects 

move to one image region from other areas; b) the speed 

of motion of these objects is greater than the speed of 

chaotic motion; c) at least two predominated directions 

of movement can be distinguished. The signs of 

scattering include: a) several objects move in the 

direction from their common center to other regions of 

the image; b) the speed of their motion exceeds the 

speed of chaotic movement; c) at least two 

predominated directions of movement can be 

distinguished.  

For the last two types of motion, it is possible to 

define the algebraic concepts of a group and a ring based 

on the presence of a hypothetical center of motion. In 

this case, by analogy, we can define the additive 

operation for the group С(𝑞𝑖, 𝑣⃗, 𝑎⃗),  with the

displacement operation specified on it {⊛}: С + С →
С. Thus, it is possible to define an algebraic element as 

a motion towards the center, a neutral element as the 

absence of motion and an inverse element as a motion 

from the center. The associativity property is present in 

this case. 

Thus, relative to motion, algebraic groups of events 

can be distinguished as simple motion and motion 

relative to a hypothetical center. It is allows  to consider 

the problem of motion from an algebraic point of view 

with the vector as the reference concept. Pixel 

displacement vectors 𝛿𝑞𝑖 can be obtained based on the

calculation of optical flows. The vectors of the integral 

optical flow are additionally used 𝑞̃𝑖 . Therefore, the

displacement vector obtained on the basis of the 

integral optical flux can be expressed as:  

𝑞̃𝑖 = ∑𝑗 𝛿𝑞𝑖
𝑗
,

where j is frame change index in the video sequence. 

V. PRACTICAL RESULTS

As experiments, the movement of vesicles 
containing the GLUT4 protein onto the cell membrane 

was considered.  GLUT4, an insulin-regulated glucose 
transporter protein, is predominantly found in the 
cytoplasm of adipose and muscle cells in the absence of 
insulin. Understanding the effect of insulin on the 
spatio-temporal regulation of intracellular GLUT4 
transport is important for elucidating the pathogenesis 
of type 2 diabetes in humans. 

The GLUT4 intracellular transport movement 
dataset was derived from a total internal reflection 
fluorescence microscopy (TIRF) image sequence. TIRF 
microscopy is an optical technique used to observe the 
fluorescence of individual molecules, based on the 
phenomenon of total internal reflection. Parameters 
such as the speed of movement of vesicles in the near-
membrane region, their number and density were 
determined for the vesicles.  

Registration of the appearance of vesicles is carried 
out on binary images obtained because of threshold 
segmentation, which is the result of calculating the 
difference between the brightness of the images of the 
vesicles and the background. Segmentation consists in 
the fact that the brightness value of each pixel is 
compared with a threshold value, which is determined 
based on the correspondence of its local environment to 
the Gaussian distribution and a predetermined user 
correction to determine the deviation from the Gaussian 
distribution. 

The selected dynamic objects are controlled by 
means of motion maps, which make it possible to form 
a description and conduct monitoring at the level of the 
graph structure. 

The construction of a set of protein transport graphs 
in cells corresponding to a set of all vesicles isolated at 
the segmentation stage consists of the following steps:  

1) Selection of the initial branches of the graphs in
accordance with the number of vesicles. 

2) Splitting the video sequence into minimum time
intervals is performed for the entire video sequence. The 
time for each event is determined, and then the 
minimum time interval according to which the timeline 
is split.  

3) Construction a set of graphs (Fig. 5). For each
node, the state of the cell is registered, according to 
which the number of inputs-outputs for each block is 
determined. The simple motion block has one input and 
one output, the intersection block has one input and two 
outputs, the membrane delivery block is the terminator 
of the graph branch. Thus, each branch of the graph 
represents a family tree for an individual vesicle. 
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Fig. 5. A set of graphs describing the movement of individual 

vesicles 

The use of graphs allows tracking the stages of 
GLUT-4 delivery in the cell. It also reduces the analysis 
time based on the transformation of dynamic objects 
into dynamic groups on the frame of the video sequence 
as in Fig. 6. 

Fig. 6. Combining vesicle tracks into dynamic groups on a video 

sequence frame 

VI. CONCLUSION

The paper formalizes the problem of the motion analysis 

of dynamic objects and scenes based on the algorithms and 

methods developed by the authors for analyzing the 

behavior of the cell population as a system of dynamic 

objects, which are based on the use of the concept of an 

integral optical flow. The main types of movement have 

been determined, which make it possible to distinguish 

the key moments of the movement of cells in a 

population and describe the stages of development and 

interaction of cells. The formalization of operations on 

dynamic objects has been completed.
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Abstract. The main purpose of this paper is to 
represent and investigate a neural network approach 
for determining the volume of the container and the 
volume of an opaque liquid in a transparent bounded 
container. 

To achieve the purpose, we apply two models of 
neural networks, namely AlexNet and eXnet. We have 
prepared and created a training dataset. 

The results of experiments on determining the level 
and volume of liquid in transparent bounded 
containers are presented. 

Keywords: training dataset, deep neural network, 
container  volume, liquid level, liquid volume 

I. INTRODUCTION AND THE PROBLEM

DEFINITION 

Advances in computer vision are leading to new 

practical and research solutions [3, 4]. Currently, an 

urgent problem in the field of computer vision is the 

determination of the volume of opaque liquid in 

transparent bounded containers. To solve this problem, 

it is proposed to use a neural network approach [4]. 

In this paper, we investigate various models for 

determining  the volume of opaque liquid in transparent 

bounded containers without trademarks. The results 

obtained allow speaking about the degree of 

applicability of the used models to the proposed 

recognition problem. 

Most of the research in the field of computer vision 

is  focused on the problems of search (detection [7, 8]) 

and recognition (classification [9, 10]) of solid physical 

objects. However, little attention is paid to working 

with liquid objects [5]. Let us consider the problems that 

were solved in their article: 

1. Calculation of the total volume of the

container. It     is necessary to calculate the volume of a 

certain bounded  container (50 ml, 200 ml, etc.). 

2. Percentage-based estimation of the fullness of

the container. It consists in getting information about 

how full the container is (empty, 10%, 50%, etc.). 

3. Comparative estimation of the volume. It is

necessary  to answer the question of whether it is 

possible to pour the contents of one container into 

another one. The planned answer options are: yes, no 

or I cannot say (because there are opaque containers in 

the dataset). 

4. Estimation based on the placement of the

container. It consists in determining the amount of 

liquid after changing  the placement of the container 

(for example, if it is tilted). 

To solve these problems, we used a Container with 

liquid contents (COQE) dataset with a large number 

of images, which is reasonable for solving all 

4 problems. COQE contains more than 10,000 images 

of various categories of containers: bottles, glasses, 

jugs, teapots, etc. 

The dataset was formed on an open platform, on 

which everyone could upload and mark up the 

necessary images. Random people took 

photographs of various containers with and without 

liquid using cameras or mobile phones; the volume 

of containers was measured using a measuring cup 

or any other convenient way. 

In addition to the usual images, 34 CAD models 

were also loaded from a three-dimensional 

warehouse, indicating the degree of correspondence 

between the CAD models and the containers from 

the images. 

The first three problems are mainly related to 

estimating the geometry of the container and its 

contents. The last problem considers the assessment of 
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the behavior of the liquid inside the container, for 

example, at different tilting angles. 

By the time the platform was closed, more than 

10,000 marked-up images had been collected, 6386 of 

which were used for training, 3000 – for testing and 

1000 – for checking control. 

As the tested models, a modification of the well-

known model of the CNN family – ResNet-18 – was 

considered. We used a variation of the configuration of 

the model, that was pre-trained on the ImageNet dataset. 

The context tensor was combined with the conv4 1 layer, 

which accepts data of size 28 x 28 x 128 as the input one. 

As a result, the size of the input layer was increased to 

28 x 28 x 209. The size of the group sample was 96 

images. The resulting architecture was called Context 

Containers ResNet (CRC). 

The classical cross-entropy [6] was used as the error 

function. The process of training the network was 

carried out in two stages: the estimation of the volume 

and contents was conducted separately. We will talk 

about the results obtained in the following sections. 

II. PROPOSED APPROACH

Our problem is to estimate the percentage of the 
fullness of the container (similar to point 2 discussed 
above). Models of the CNN family – AlexNet and 
eXnet – were also used as  tested models.  

A. Creating datasets

When solving the problem, two datasets were used:

one to determine the volume of the container and one to 

determine the volume of liquid in containers. Data 

collection was carried out  using professional cameras 

“Canon EOS m50 kit18-150mm” and “Canon 

PowerShot S5 IS”. 

Fig. 1. Examples from the Container Volume Dataset 

To determine the volume of transparent bounded 

container, 900 images were collected, 809 of which 

were allocated for training and 91 – for testing. To 

determine the volume of liquid  in similar conditions, 

599 images were collected, 539 of which      were allocated 

for training and 60 – for testing. 

Fig. 2. Examples from the Liquid Volume and Level Dataset

We used 3 types of bounded containers: transparent 

plastic bottles with volumes of 500 ml, 1000 ml and 

1500 ml, respectively (excluding brands and subtypes 

of containers themselves). The investigated volumes of 

containers as well as  the levels and volumes of liquid in 

containers will be taken into  account when marking up 

the data along with other additional information. The 

photographs of the bottles were taken with account of 

different lighting, at different angles, with different 

sharpness and different backgrounds. The creation of 

such a context is a necessary criterion for assessing the 

efficiency of the system under the given conditions. 

The first dataset consists of transparent plastic 

bottles with- out liquid and is only needed for the 

problem of determining the volume of the container 

itself. For each type of volume,          3 bottles of different 

producers were chosen. As a result, 9 bottles were 

taken. All bottles have different shapes except of two: 

one 1500 ml bottle and one 500 ml bottle have the 

same           shape. 

TABLE I. EXAMPLES  OF  CONDITIONS  OF  THE 

CONTAINER  VOLUME  DATASET 

light sharpness corner background room 

500 
ml 

1000 
ml 

1500 
ml 
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TABLE II. EXAMPLES  OF  CONDITIONS  OF  THE  LIQUID 
VOLUME  AND  LEVEL DATASET 

light sharpness corner background room 

0% 

25% 

50% 

75% 

100% 

The second dataset consists of transparent plastic 

bottles with liquid and is necessary for the problem of 

determining the         volume of liquid in a container as well 

as for the problem of determining the level of this 

liquid. 2 bottles of each volume were selected (6 in 

total), into which an opaque liquid was poured at 4 

pre-selected levels: 25%, 50%, 75%, 100% and    0% 

for empty bottles. 

The same containers were used for two datasets. 

B. Dataset preprocessing

Before the direct processing the data by the model, a 

number of transformations of the input data were 

carried out: 

- randomly change the brightness, contrast,

intensity and hue of an image; 

• resize the input image to the given size;

• rotate the image to an angle;

• crop the given image anywhere;

• horizontally flip the given image randomly

with a given  probability;

• perform a random perspective transformation of

the given  image with the given probability.

C. Description of the AlexNet and eXnet models

AlexNet [1] is a universal architecture that can 

provide high  accuracy for complex and large datasets 

(Fig. 3). AlexNet is one of the most well-known 

architectures for object detection problems in the field 

of computer vision. The AlexNet model has about 60 

million parameters; the size of the input image – 

224x224. In the experiments, we used a pre-trained 

version  of the model on the ImageNet dataset. 

Fig. 3. Architecture of AlexNet 

The architecture of the eXnet [2] network 

(Expression Net) is based on the parallel extraction of 

objects borrowed from the Inceptions model range but 

that contains a much smaller number of parameters 

(eXnet – 4.57 million, AlexNet – 62.3 million, 

InceptionV4 – over 40 million). Models of   this kind 

provide high performance in systems with limited 

hardware, and a smaller number of tunable parameters 

allow high generalization within the framework of the 

Occam’s razor rule (a simpler explanation of the 

essence is preferable from two competing theories; 

this rule states that entities should not multiply 

unnecessarily). An input image size: 48x48. In the 

experiments, we used a self-trained version of the 

model based on standard initialization of weights 

from Pytorch. 
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An example of architecture is shown in Fig. 4: 

Fig. 4. Architecture of eXnet 

III. RESULTS

When comparing the results, validation accuracy 

was used, at which the values were rounded either to 

the True Positive side or to the False Negative side. 

Six independent experiments were carried out: three 

for          each model at a different number of epochs. The 

best value for                 the specified period was taken as the 

final value. As a result, the AlexNet model showed 

worse results than the lightweight eXnet model, 

despite the lack of any pre-training in the case    of the 

last one. In particular, its advantage was observed 

when   assessing the volume of the liquid itself (0.86 

versus 0.69). 

Based on the test data obtained, we can conclude 

that the neural network built on the eXnet architecture 

was well trained, in particular, on a dataset with 

volumes of containers. The accuracy rate on the 

second dataset is lower because it contains fewer 

images and is a more difficult problem for training a 

neural network. The first dataset has 3 classes, in 

which different volumes of containers are used. 

There is   no liquid in this dataset. In the second dataset, 

there are 5 different classes with different volumes of 

containers (data about containers is used for training in 

the first dataset) and they also contain an opaque liquid 

in different volumes. 

TABLE III.  VOLUME  CONTAINER  DATASET  RESULTS 

Epochs AlexNet eXnet 
30 0.92129 0.93259 
50 0.92148 0.92209 

100 0.91088 0.94371 

TABLE IV.  LIQUID  VOLUME  IN  CONTAINER  DATASET

Epochs AlexNet eXnet 
30 0.67794 0.72714 
50 0.69378 0.79546 

100 0.69432 0.86124 

Fig. 5. Result of the system activity 
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The conducted tests allow us to conclude that the 

data selection and the choice of models were 

reasonable. To increase the efficiency of the system, it 

is necessary to increase the amount of data for the 

conditions described above or to increase the 

flexibility of the system by increasing the number of 

conditions  themselves. 

IV. CONCLUSION

As a result of the conducted studies, a solution was 

obtained  for estimating the volume of the container as 

well as the level and volume of the liquid in a 

transparent bounded container with a validation 

accuracy of 0.94 and 0.86, respectively. 

It is generally assumed that the average person 

copes with the problem by 0.95. The experimental 

results obtained are          still inferior to a human (0.94 and 

0.86), so we may continue experiments on this topic 

in the future. 
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Abstract. In this paper, productiveness problems of 

deep neural networks for dense crowd counting 

prediction have been explored. Deep neural network 

CSRNet has been considered, and its shallow 

modifications (named CSRShNet-1 and CSRShNet-2) 

have been designed and researched. It has been shown 

that for relatively small crowds (up to 500 people) it is 

possible to reduce training time by using shallow 

networks with keeping an appropriate prediction 

accuracy. 

Keywords: crowd counting, deep neural networks, 

convolutional neural networks, supervised learning, 

neural network performance, neural network accuracy 

I. INTRODUCTION

Nowadays crowd size estimation and prediction of 
various crowd characteristics are important tasks for 
such activities as industry, traffic organization, social 
services, security systems and many others. By knowing 
crowd characteristics, it is possible to make immediate 
decisions for safety and preventing emergencies. 

Using deep convolutional neural networks is the 
most common approach for crowd counting. Most of 
them use supervised learning algorithms. State-of-the-
art methods include many implementations, e.g., 
CSRNet [1], D-ConvNet [2], MCNN [6], MRCNet [3], 
SANet [5], SPANet [4].  

For our research, the CSRNet is chosen as the basic 
model because it has best results for counting a highly 
congested crowd, and it has  simple  realisation. This 
neural network demonstrates accurate results, but the 
training process is characterized by long time. We 
constructed and investigated shallow networks based 
on CSRNet which predict crowd counting with a 
decent accuracy and not consume too much time. 

II. DESCRIPTION OF MODELS AND THEIR FEATURES

A. CSRNet and shallow networks

CSRNet has sequential architecture and consists of
convolutional and pooling layers, as pictured on Fig. 1. 
The input for this neural network is an image with 
arbitrary resolution, and the output is the estimation of 
crowd density map represented with a matrix with 1/8 
size of the initial image. The neural network consists 
of two parts: pre-trained layers sequence from VGG-
16 network [7] and successive trainable layers. All 
convolutional layers use kernels with size 3x3, but 
trainable layers use dilated kernels (Fig. 2). 

Two shallow modifications, denoted as CSRShNet-1 
and CSRShNet-2, have been designed for reducing the 
training time. They also consist of some pre-trained 
VGG-16 layers, and trainable layers use dilated 
kernels. 

Fig. 1. Architectures of three considered neural networks, from top to bottom: CSRNet (the original one), CSRShNet-1, 

CSRShNet-2. Convolutional layers are denoted as conv-X, where X stands for number of output channels, and max pooling 

layers (which use pooling kernels with size of 2x2) are denoted as MP-2x2. In each neural network, there are pre-trained layers 

from VGG-16 network. Convolutional layers from VGG-16 have dilated rate 1, and other have dilated rate 2 
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B. ShanghaiTech dataset

In this research, ShanghaiTech dataset [3] of crowd
images with different resolution was used for training 
and testing the neural networks. This dataset is divided 
into two parts, A and B. In the A part, there are as many 
images as 300 for training and 182 for testing. In the B 
part, there are 400 and 316 images in training and testing 
parts, respectively. Statistical characteristics of both 
samples are represented in Table I. As shown in this 
table, images from the part A represent larger crowds. 

All neural network was trained on both parts with 
supervised learning. Ground truth was calculated with 
specific MAT-files that contain information about 
counting of crowd. Those files are included in 
ShanghaiTech dataset. It contains label positions for 
all people’s heads for all images. 

C. Software implementation

For realizations networks we use Google Colab
with GPU. PyTorch framework on Python was used 
for neural network implementations [8].  

III. METHODOLOGY

Program implementation includes the following 
steps: 

Step 1: Construction of ground truth density maps for 
each image. For this, from the corresponding MAT-file, 
matrix with zeros and ones is constructed (one stands for 
a label, corresponding to an individual, and zero means 
no label). Then, gaussian blurring is applied to this 
matrix. Thus, the density map is created (Fig. 3b). 

Step 2: Training. For training the neural networks 
on a given training set (from either part A or part B) 
four copies of each image are taken, and the 
quadrupled sample is shuffled. Validation sample is 
composed of 1/5 randomly picked images from the 
initial dataset. Mean squared error (MSE) has been 
used as a loss function: 

 
2

1
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ˆ ,
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i i

i

MSE n n
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where N is sample size, ˆin  is estimation of the crowd 

size on i-th image, and in  is the ground truth for the 

crowd counting. Stochastic gradient descent is used as 
a network optimizer. Neural network is saved after 
each epoch. Besides, saving the best iteration is taking 
place. 

Step 3: Testing. After training, neural networks 
have been tested on both part A and B. Mean average 
error (MAE) and mean average percentage error 
(MAPE) was used as testing results: 
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An example of results is shown on Fig. 3. 

Fig. 2. 3x3 convolutional kernels with dilation 

rates 1 (left) and 2 (right) 

Fig. 3. An initial image (a). Ground truth density map (b). Density map estimated with CSRShNet-2 network (c) 

TABLE I. NUMERICAL CHARACTERISTICS OF CROWD  

SIZES ON IMAGES FROM SHANGHAITECH DATASET 

Characteristic Part A Part B 

Minimal value 33 9 

1st quartile 217 54 

Median 359 95.5 

3rd quartile 600 165.5 

Maximal value 3138 576 

a) b) c) 
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IV. RESULTS

Results for accuracy during training the neural 
networks on part A for 124 epochs and on part B for 
33 epochs are represented on Fig. –Fig. . 

From the chart on Fig. , it can be concluded that 
neural networks accuracy improved significantly after 
15th epoch, and approximately after 55th epoch, 
CSRNet and CSRShNet-1 demonstrate stable results, 
and results of CSRShNet-2 are non-stable. According 
to chart on Fig. , CSRShNet-2 has greater MAEs than 
CSRNet, and CSRShNet-1 on different epochs has 
accuracy comparable with both other neural nets, so an 
instability is taking place. 

Results of neural networks training are shown in 
Table II. For shallow networks training it was faster by 
4-7 times than for the original network. MAE became 
25-40% greater when training on the part A, and 30-
60% greater when training on the part B. In terms of 
MAPE, performance of the shallow networks isn’t 
very good when training on the part A since they 

demonstrate 25–30% error for the same 
sample, but there are decent results after training on 
part B which are about 20%. However, when testing 
the shallow networks on another sample rather than 
one they have been trained on, unsatisfactory results 
are obtained (25-45% when training on part A and 
testing on part B, and 30-45% when training on part B 
and testing on part A). 

V. CONCLUSIONS

Proposed shallow neural networks have been 
designed which can be used in predicting crowd 
characteristics for dense crowds up to 500 people. 
Such network architectures for convolutional neural 
networks don’t require too much time to train and have 
good performance in crowd counting. 

The number of epochs for training CSRShNet-1 
and CSRShNet-2 can be reduced to 30-50 without 
significant productiveness loss (MAPE is up to 20% 
for CSRNet and both shallow modifications which are 
trained on part B of ShanghaiTech dataset), therefore 
the training time can also be saved. 
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Abstract. A new biometric system based on smile 
imprint obtained from face video frames with the use of 
stacked autoencoder and fuzzy commitment scheme 
exploiting the concatenated Reed-Solomon and linear 
error-correcting codes has been proposed. The 
performance of system verified with smiles from UvA-
NEMO database has shown the achievement of 
FRR=0.5-1% for data size of 31-63 elements. 

Keywords: autoencoder, biometric features, smile 
imprint, fuzzy commitment, concatenated Reed-
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I. INTRODUCTION

A human smile that is a key factor in determining 
person’s psychological state, can also be used as a 
behavioral biometric identification element. Recently, 
several applications have appeared that implement the 
concept of SmileID [1] related to the face biometrics 
where identity is verified remotely. Last years, facial 
biometry has become one of the most preferred 
biometric methods both in video surveillance and in 
banking [2] due to the fact that it does not require 
precision equipment and uses a non-contact data 
processing method.  

Few years ago Murat Taskiran et all [3] applied 
dynamic face features extraction from videos and used 
them for face recognition. Authors performed the 
analysis of face videos and extracted the statistical 
properties of facial distances during several phases of 
spontaneous and posed smiles on the UvA-NEMO 
smile database, that have been created before for 
biometric applications by Dibeklioğlu et all [4].  

Despite the fact that there is a number of techniques 
that use facial dynamics to identify a person with 
extracted from face various parameters, the deep 
learning methods are increasingly being exploited for 
recognition tasks. Classical linear methods of image 
processing and feature extraction based on principal 
components analysis (PСА) are replaced by non-linear 
transformations. Compared to PCA, the use of an 
autoencoder increases significantly the classification 
accuracy, especially with a large number of items [5]. 

In this paper, we will consider the use of an 
autoencoder to extract soft biometric information from 
a person’s smile and apply them for authentication to 
provide access to digital services. In addition, we will 
propose an error correction method for creating 
biometric templates with the use of Juels and 
Wattenberg (JW) fuzzy commitment scheme [6] that 
can be revoked if compromised.  

The article demonstrates the creation of a digital 
face smile imprint to provide a secure biometric 
interface for organizing access to digital services. It 
continues in Section 2 by reviewing the related 
structure of an autoencoder and the error correcting 
code parameters. The methodology used for the 
research work is presented in Section 3. Section 4 
describes the results of this study. The paper 
concludes in Section 5 and also provides some 
direction for future work. 

II. AUTOENCODERS AND

ERROR-CORRECTING CODES 

A. Autoencoders

There are several types of autoencoders. Sparse
Autoencoder has a dimension of the hidden layer that 
is greater than the input. It consists of two parts: coder 
(encoder) G and decoder F [7]. The encoder translates 
the input signal into its representation (code): 

)(xGy  , and the decoder restores the signal by its 

code: )(' yFx  . Moreover, the transformation 

functions F and G contain activation function, weights 
and biases of trained artificial neural networks. By 
changing the mappings F, G, autoencoder tends to 
find out the identity function ))(( xGFx  , minimizing 

the kind of error based on some functional 

)))'((,( xGFxL  . Let consider that a vector Rx  

connected to the input of an autoencoder. Then the 
encoder maps the vector x to another vector Ry  as 

follows )( iii bxWhy   where the superscript i 

indicates the i-th layer. Then ih is a transfer function 

for the encoder, RiW is a weight matrix, and Rib
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is a bias vector. Hence, the decoder maps the 
encoded representation y back into an estimate of 
the original input vector x, as follows: 

)(' 111   iii bxWhx where the superscript i+1 

represents the i+1 layer. Then a transfer function 1ih

for the decoder has a factor R1iW that is a weight

matrix, and R1ib  is a bias vector correspondently. 
If the encoder has only two layers then the expression 
for the transfer function can be represented as 

)(' 222 byWhx  . In our setup we applied the so-

called stacked autoencoder (SAE) that is a neural 
network including only 2 layers where output of each 
hidden layer is connected to the input of the
successive one. The effectiveness of user comparisons 
depends on similarity rates, which are often 
determined by the distribution of root mean square 
(RMS) distances of their characteristics. 

The more the two distributions are separated and 
the smaller the standard deviation for each 
distribution, the better is the separation of the 
classified classes. This property of distributions is 
estimated by such a parameter as decidability index 

222

ig

ig
DI








 ,      (1) 

where 
g ,

i  and 
g , 

i are the means and standard

deviations of genuine and imposter distributions. 

In addition to the decidability index, an equal error 
rate (ERR), which is the rate at which a false accept 
rate (FAR) is equal to a false rejection rate (FRR), is 
normally used as a measure of biometric system (BS) 
verification accuracy. In biometrics FAR is the rate at 
which an imposter print is incorrectly accepted as 
genuine and FRR is the rate at which a genuine print 
is incorrectly rejected as imposter.  

The use of autoencoders will make it possible to 
present compactly biometric features and then apply 
the scheme to organize Human Computer Interface 
(HCI), where instead of tokens and passwords, a 
biometric key can be exploited for authentication. To 
handle the variability inherent in biometric 
verification, it is necessary to create and store a 
template for each user. To create it, we will use the 
fuzzy commitment scheme with application of error-
correcting codes (ECC).  

B. Error-Correcting Codes

In this paper, in contrast to the generally accepted
application of binary ECC in Biometric System, we 
consider the use of non-binary Reed-Solomon codes 
(RS). However, the parameters we put for evaluating 

the effectiveness of biometric systems can easily be 
used for binary ECC.  

More formally, a non-binary ECC have codewords 
C of a certain length n, consisting of symbols 
belonging to the set C*∈{0, q-1}, where q is some 
integer. The use of the code is aimed at encoding a 
message of length k with the addition of redundancy 
r=n-k, so that if a certain number of symbols is 
corrupted, it is still possible to get the correct 
codeword C and message R. The robustness of an 
ECC depends upon some distance between 
codewords. Let the RS code be defined over the 

Galois Field )2(GF m  with a redundancy of n-k 

symbols and let the Symbol Error Rate (SER) caused 
by fuzziness of biometric data or so called “biometric 
noise” be p. The important performance parameters to 
consider when using EEC in BS are still FAR and 
FRR. The FRR, which depends on SER of RS code, is 
actually can be upper bounded by the probability that 
more than 2)( kn  errors occur, i.e. [8]: 

 

  12)(

12)(

)()1(








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


 

knini
n

kni

nppp
i

n
FRR , (2) 

where n, k are the ECC parameters defined above, and 
t is its error correction capacity, i.e. the ability to 
correct any set of up to t symbol errors.  

Considering that an imposter produces a random 
syndrome during decoding for uncorrectable error 
patterns, and it is accepted by BS, FAR will be the 
probability that it is valid [8], i.e. 

 
2)()(

2)(

0

)1( knkn
kn

i

qn
i

n
FAR 













  (3)

From (2), (3), we see that FRR, FAR can be reduced 
by increasing (n-k) and t. 

The dimension of the )2(GF m  field and the 

redundancy of the RS code significantly affect the 
length of the cryptographic key R in the biometric JW 
scheme. The use of non-binary RS codes has the 
advantage that an increase in the symbol dimension 
leads to an increase in the length of their bit 
representation. On the other hand, in order to obtain 
high error correction capacity t of ECC, it is necessary 
to increase the redundancy, which reduces the code 
rate k/n and leads to the need to use several ECC 
codewords. For example, to obtain a user's secret key 
R with a length of more than 128 bits, when using RS 

(31,9) code over )2(GF 5  with a code rate k/n of about 

0.3, only 45 bits can be placed in one codeword. 
Hence for the key length of more than 128 bits, three 
such codewords are required. Whereas when using the 

RS (63,15) code with the rate 0.24 over )2(GF 6 , the 
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key length of 180 bits can be distributed between two 
codewords of this RS code. 

To evaluate the effectiveness of these codes, the 
corresponding FRR values for these codes have been 
calculated at different symbol error probabilities and 
placed in Table I. 

TABLE I. EVALUATION OF FRR FOR RS 
CODES (63,15), (31,9) 

SER FRR: RS (63,15) FRR: RS (31,9) 

0.0050 2.8692e-13 1.9230e-10 

0.0100 9.6275e-06 7.8766e-07 

0.0150 0.2431 1.0220e-04 

It follows from Table 1 that with the increase of p, 
FRR grows exponentially and, taking into account (2), 
to reach FRR=1.0e-04 for RS code (63,15), it is 
necessary to reduce SER by 1.36 times. Thus, in order 
to achieve the required performance of the biometric 
system, it is relevant to introduce a significant 
redundancy by ECC applied. In this case one of the 
ways to increase the efficiency of error-correcting 
coding is the transition to concatenated ECC. It is a 
class of error-correcting codes derived by combining 
an inner code and an outer code that can be tuned in a 
given way and show better performance than ECC of 
a certain type. According to our estimates, to reduce 
SER by several times, it is sufficient to use a class of 
linear codes with a suitable length. 

III. PROPOSED SYSTEM

In this paper, we have used an autoencoder to 
obtain the biometric data on a person’s smile and bind 
it to a secure user key. Due to the fact that biometric 
data has instability, error-correctiing codes should be 
adopted to ensure that fuzziness of biometric data can 
be alleviated.  

In this study we propose to apply the concatenated 
ECC based on non-binary RS codes and binary linear 
codes with the use of hard-decision decoding 
technique.  Initially, the user key will be encoded with 
a non-binary RS code, and then the bit representations 
of the symbols will be additionally encoded with a 
linear binary code. Then, after eliminating “biometric 
noise” in the received code vectors, the key is 
extracted by decoding the code constructions in 
reverse order. 

The model of the proposed system is depicted in 
Fig. 1. Wel introduce the term Smile Imprint of 
biometric data obtained from SAE output layer and 

concatenated
MyyyY  ...21  to form a

supervector from several vectors 
iy , where M is a 

number of processed frames from “smile signal”. It 

should be noted that the Preprocessor block also 
performs such operations as smile detection and smile 
frames selection related to its main three phases 
(onset, apex, offset) as it is also described in [9]. 

Fig.  1.  A System model 

At the stage of Qantization, the real values Y 
converted into their quantized versions Z producing 
also deviations W* from the centers of the 
quantization intervals used as Helper Data 1 (HD1). In 
the Encoder block, the user's password or Key R is 
encoded with one or more ECC codewords, depending 
on the required password strength and required FRR, 
which will be discussed below. Further, for a 
biometric authentication purposes the bit 
representation of the resulting codeword is added 
modulo 2 to the quantized and encoded version C of 
smile imprint Z. The result is a sequence W, which 
serves as Helper Data 2 (HD2). Further, we will 
consider the authentication scenario, although this BS 
can also implement the identification process. 

The proposed system works in two operating modes 
(see Figure 2). In the first mode, the user is registered 
and his smile imprint is obtained from SAE and with 
the use of HD1 and HD2 linked to the secret Key R, 
the h-hash of which is calculated and stored in the 
Biometric Database (BD). During verification, the 
reverse process of decoupling the “auxiliary” data 
HD1, HD2, decoding C’ and comparing two hashes h 
and h’ is performed by a Matcher.  

Thus, the user smile imprint captured from his 
video can serve as the biometric key to organize the 
access to different external digital services. At the 
same time, the proposed system implements the JW 
scheme with the use of two helper data HD1, HD2 
sets that can be stored in the public domain. To 
represent information in HD1 and HD2, various 
methods can be used up to encryption, which is 
determined by the complexity and required speed of 
the implemented biometric system. System parameters 
such as the length of the cryptographic key, the type 
and characteristics of the ECC must be determined by 
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the quality of biometric data, the number of users, the 
resistance to external attacks, etc.  

IV. EXPERIMENTAL RESULTS

A series of experiments were performed with SAE 
to get good compact biometric features. To reduce 
time spent, in these experiments the subsets of 40 
subjects randomly selected from the entire UvA-
NEMO Database were used, reproducing a posed 
smile. Then normalized grayscale images from 
corresponding video of 112x112 pixels in size, scaled 
to 50%, creating a vector length of the input layer of 
6272 elements were used for unsupervised learning of 
SAE. Image scaling made it possible to reduce the 
time spent on data processing while maintaining 
sufficient differentiation of users' smiles when using 
the selected autoencoder structure. Combinations of 
the second and third SAE layer dimensions had values 
255/63, 127/63, 127/31, and 63/31. The selected 
values were determined by the length of the applied 
RS codes, as well as the chosen dimension of 
equidistant quantization. 

To perform quantization and encoding, the 
following structures were chosen 127/63 and 63/31. 
The selected values were determined by the length of 
the applied RS codes, and the chosen dimension of 
equidistant quantization.  

To evaluate the quality of training, on the basis of 
latent layer data y, such values as FRR, FAR, GAR, 
ERR and DI were calculated, the values of MSE for 
controlling the intra-class and inter-class distance 
distribution and the ROC-characteristic were 
monitored. The results after unsupervised learning and 
then supervised tuning of SAE with parameters 
127/63 for 40 users, in the form of histograms, are 
shown in Fig. 2. It can be seen from the figure that 
due to the fine-tuning procedure, the interclass 
distributions expanded significantly relative to each 
other. 

Fig.  2.  Learning results of the SAE with parameters 127/63 

Then several experiments were carried out to train 
SAE for 5 different groups of 40 users each, randomly 
selected from the UvA-NEMO database. For this 
compiled dataset the encoding-decoding procedures 
were modeled using the above-mentioned ECC. For 
processed 200 subjects from the dataset, the real-
valued data with lengths of 63 and 31 elements, 
obtained from SAE and equidistantly quantized, were 
encoded with non-binary RS codes concatenated with 
linear codes. 

Schemes of ECC used in modeling included: 1). RS 
code (63,15) concatenated with linear code (6,3,1) and 
separately with repetition (REP) codes (3,1,1); 2). RS 
code (31,9) concatenated with REP codes (3,1,1) and 
(5,2,2) separately. The conversion of symbols to bits 
was done on the basis of Gray's code representation 
[10]. For example, using the RS code RS (63,15) with 
Linear (6,3,1), we can obtain the FRR=1.0% and get 
the user key R with the length of 135 bits from the 
SAE data extracted from 3 video frames. And if you 
apply the RS (31,9) code together with REP (3,1,1), 
then the FRR will decrease to 0.5% for a key R with 
the length of 120 bits, processing 8 frames of user 
video.  Thus, there is a trade-off between a decrease in 
FRR and an increase in the number of processed video 
frames. The experimental results showed that the 
efficiency of the proposed BS based on a neural 
network and non-binary codes is much higher 
compared to [11]. 

The hard-decision decoding has been applied for 
both type of ECC. An attempt to use the error-
reducing technique [12] based on the properties of 
HD1 together with ECC failed to achieve adequate 
improvement due to the rather large variance of 
quantized data. However, in subsequent studies we are 
considering the possibility of using all types of HD 
and applying soft decoding of RS codes. 

V. CONCLUSIONS

In this article, we examined the principles of 
implementing the Biometric System based on the use 
of facial smile imprints. Video frames from the main 
smile phases (onset, apex and offset) were used to 
obtain biometric data, on the basis of SAE, which 
consisted of two inner layers, and was trained with the 
use of smile videos of 400 subjects, taken randomly 
from UvA-NEMO database. The real data of the 
output layer was quantized and encoded by the 
concatenated ECC based on RS codes (63,15) and 
(31,9) with a redundancy of more than 70%, which 
affects the entropy loss or leakage rate [12]. The 
simulation experiments to assess the system 
performance showed the possibility of achieving FRR 
values of no more than 0.5% and 1% for crypto keys 
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of size 120-135 bits for biometric feature data 
dimensions of 31, 63 elements. 

In our setup, we have used rather simple neural 
network (NN) structures and concatenated ECC based 
on non-binary RS codes which made it possible for us 
to obtain the FRR of less than 1% for the proposed 
biometric cryptosystem. 
 The direction of further work can be both the study 
of other NN structures to obtain deep features of a 
smile facial imprint, and the improvement of the 
technique of using ECC based on soft-decision 
decoding and side information from quantized data. 
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Abstract. Оne of the promising areas of development 
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results of experiments for video sequences obtained using 

a stationary and moving video camera are presented. 
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I. INTRODUCTION

Detection and tracking of objects on video 
sequences are one of the main tasks in computer vision, 
which currently have a different number of technical 
applications and will be increasingly used for: analyzing 
the environment in automated systems of driving 
vehicles; assessing the movement of people in medicine 
and sports; tracking objects in industrial vision systems; 
recognizing the type of human activity in monitoring 
and security systems [1]. Unlike images, video 
sequences contain a much larger amount of information, 
which changes both in space and time. Therefore, 
processing and analyzing them allows to identify not 
only static, but also dynamic features of objects, which 
leads to an increase in the effectiveness of automated 
operation of video surveillance systems as a whole. 

There are many object detection and tracking 
algorithms have been developed. In [2], an algorithm for 
tracking people on video based on the Monte Carlo 
method for Markov chains is proposed, in [3] – an 
algorithm for detecting and tracking people in 
intelligent emergency detectors based on the support 
vector machine method. Currently, algorithms based on 
convolutional neural networks, which are resistant to 
changes in illumination, dynamic background, and 
allow detection even in the case of significant overlaps 
of objects, are widely developed and used for object 
detection [4, 5]. 

Tracking a group of people is one of the most urgent 
tasks for video surveillance systems, but at present it is 
not fully solved. There are a number of approaches to 
solve this problem, however, due to these problems, the 
effectiveness of their work is insufficient. The stage of 
forming an effective set of features that will be used to 
detect and track objects in the video sequence is one of 
the most difficult, since there are restrictions for it: use 
features that can be obtained in advance to describe 
objects; determine a limited set of features that will 
allow to get the maximum effectiveness, i.e. it is 
necessary to exclude uninformative features; it is 
possible to apply algorithms that meet the computational 
requirements of the developed systems. We have 
developed a number of solutions that are designed to 
detect and track dynamic objects in video sequences [6], 
people [7], smoke and flames [8]. Accordingly, we can 
say that the set of features used is largely related to the 
detection and tracking algorithms used to solve the tasks 
set. Therefore, in order to develop effective methods, 
techniques, and algorithms for detecting and tracking 
objects on video sequences, it is necessary to clearly 
formalize these tasks. It is necessary to determine the 
objects that will be detected and tracked, to determine 
the main stages of this process, as well as criteria that 
allow to evaluate the quality of processing and show 
how this is implemented in practice. 

In this paper, we propose a formalization of the tasks 
of detecting and tracking objects on video sequences. 
On the basis of the considered generalization, an 
algorithm for tracking a set of people and an algorithm 
for tracking crowd are developed. The results of 
experiments on the basis of the considered criteria, 
allowing to evaluate the quality of the algorithms, are 
presented.  

II. FORMALIZATION OF PERSON DETECTION PROBLEM

A video sequence or video stream is a sequence of
digital images (frames)  𝑉 = {𝐹𝑘}, 𝑘 - the number of the 
image in the sequence. The object in the image (𝑂𝑏) is 
a local area that differs from the surrounding 
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background and displays some of the features of the 
real-world object. 

On each frame of the sequence obtained from a 
stationary video camera, as a rule, there are many 

objects: 𝑂𝐵𝐹𝑘 = {𝑂𝑏𝑞
𝐹𝑘}, 𝑞 = 1,… , 𝑄. According to the

criterion of movement, each of them can be assigned to 
two main classes: 

A stationary (stationary) object in a sequence of 

images is described by a set of features (𝐹𝑡𝑂𝑏𝑞
𝑆 ) and its

coordinates (𝑥𝑂𝑏𝑞 , 𝑦𝑂𝑏𝑞), which do not change during a

time interval (𝑡). Such an object can be represented by 

a formal model: 𝑂𝑏𝑞
𝑆 = (𝐹𝑡𝑂𝑏𝑞

𝑆 , 𝑥𝑂𝑏𝑞 , 𝑦𝑂𝑏𝑞 , 𝑁𝑠𝑂𝑏𝑞
𝐹𝑘 ) , 

where (𝐹𝑡𝑂𝑏𝑞 , 𝑥𝑂𝑏𝑞 , 𝑦𝑂𝑏𝑞) = 𝑐𝑜𝑛𝑠𝑡∀𝐹𝑘 , 𝑘 ∈ 𝑡 , 𝑁𝑠𝑂𝑏𝑞
𝐹𝑘  – 

the set of possible noise effects on the object. 

A moving object in a sequence of images is 
characterized by a change in one or more basic 
parameters: shape, size, and coordinates over a time 
interval (𝑡). The transformation of the shape and / or 
size of an object leads to a change in its features in the 

frames (𝑓𝑡𝑂𝑏𝑞
𝐹𝑘 ). Such an object can be represented by a 

formal model: 𝑂𝑏𝑞
𝐷 = (𝑓𝑡𝑂𝑏𝑞

𝐹𝑘 , 𝑥𝑂𝑏𝑞
𝐹𝑘 , 𝑦𝑂𝑏𝑞

𝐹𝑘 , 𝑁𝑠𝑂𝑏𝑞
𝐹𝑘 ), where 

𝑥𝑂𝑏𝑞
𝐹𝑘 , 𝑦𝑂𝑏𝑞

𝐹𝑘 - object coordinates; 𝐹𝑡𝑂𝑏𝑞
𝐷  – a set of features

of moving object, 𝐹𝑡𝑂𝑏𝑞
𝐷 ⊇ 𝑓𝑡𝑂𝑏𝑞

𝐹𝑘 , ∀𝑘 ∈ 𝑡. Then 𝑓𝑡𝑂𝑏𝑞
𝐹𝑘 ∩

∩ 𝑓𝑡𝑂𝑏𝑞
𝐹𝑘+𝑖 , that is, for the same moving object on a 

sequence of frames, a change in its features is 
characteristic. 

Object detection is the determination of the location 
of a given object 𝑂𝑏𝑒 in the image 𝐹, while its size is
smaller than the size of the image, and the number of 
objects in the image is obviously unknown. In general, 
the object 𝑂𝑏𝑒  detection process is implemented by
comparing the features of the reference (𝐹𝑡𝑒) and all
possible fragments on the image plane using the rule-
based method: 

𝑆 (𝐹𝑡𝑒 , 𝐹𝑡𝑂𝑏𝑞
𝐹 )

𝑀,𝑍
→ max,

where 𝑆 - detection accuracy; 𝑍 - a set of restrictions. 

When detecting a stationary object on a sequence of 
images, it is necessary to consider the variability of a 
dynamic scene, since in addition to static ones, there are 
moving objects on it, and their number can change. 

Objects (𝑂𝑏𝑞
𝐷) can overlap a stationary object, which

will cause its features to change on the sequence of 

frames, i.e.: 𝐹𝑡𝑂𝑏𝑞
𝑆,𝐹𝑘 ≠ 𝐹𝑡𝑂𝑏𝑞

𝑆,𝐹𝑘+1 . Therefore, to detect a 

stationary object on a sequence of images displaying a 
dynamic scene, it is necessary to use a method 𝑀𝑆𝑇𝑉,
that takes into account the change in features over time: 

𝑆 (𝐹𝑡𝑒, 𝐹𝑡𝑂𝑏𝑞
𝑆,𝐹𝑘)

𝑀𝑆𝑇𝑉,𝑍𝑆𝑇𝑉
→ max,

where 𝑍𝑆𝑇𝑉  - a set of constraints when detecting a
stationary object on a sequence of images. 

Detection of moving object means to determine a 
location of the object 𝑂𝑏𝐷 on the current frame 𝐹𝑘  of
the video sequence based on the specified 𝐹𝑒:

𝑆𝐷(𝑂𝑏𝐹𝑘
𝐷 , 𝑂𝑏𝐹𝑒

𝐷 )
𝑀𝐷,𝑍𝐷
→ max,

where 𝑆𝐷 - the accuracy of detecting a moving object; 
𝑀𝐷 - the method used; 𝑍𝐷 - a set of restrictions. 

III. FORMALIZATION OF PERSON AND CROWD

TRACKING PROBLEM 

Object tracking can be divided into three types: 

- tracking of a single object (Visual object tracking,
VOT); 

- tracking of multiple objects (Multiple object
tracking, MOT); 

- tracking of crowds.

The first case of tracking is characterized by the fact 
that the object is detected and localized in the first 
frame, other objects are not detected. 

A. Single person tracking

Tracking a moving object - determining the location
of the same object on each frame of the video sequence 
during a time interval. This makes it possible to plot the 
trajectory of an object, determine its speed and 
acceleration. When solving practical problems, in some 
cases, an analysis of the trajectory of movement is 
required.  

To perform maintenance, detection and localization 
procedures are required. Different ways of describing 
the objects of observation are used: 

- a single point that characterizes the center of mass
of the object or the center of the minimum possible 
rectangle described around the object; 

- a set of key points by which the object can be
uniquely identified in subsequent frames; 

- a geometric primitive described around the object
(most often a rectangle, less often an ellipse); 

- the external contour of the object;

- a set of areas that are as stable as possible when
moving, or the entire area of the object; 

- invariant characteristics of the object (for example,
texture, color scheme, etc.). 
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The trajectory of the object is a sequential display of 
the movement of this object on the video sequence: 

𝑇𝑟(𝑂𝑏𝐷) = (𝑂𝑏𝐹𝑘
𝐷 ), ∀𝑘 ∈ 𝑡.

In physics, the trajectory of motion is called the line 
that a particle describes when it moves. It is obvious that 
for the problem to be solved, in the end, it is necessary 
to determine a line on the required frame of the video 
sequence, which will show how the observed object 
moved over a certain period of time.  

There may be different ways to determine the 
coordinates of an object on the frame, but the most 
commonly used approach involves finding its center 

(one pixel per frame) with coordinates (𝑥𝑂𝑏𝑞
𝐹𝑘 , 𝑦𝑂𝑏𝑞

𝐹𝑘 ). As 

a rule, the movement is considered in the frame 
coordinate system. Then the trajectory of the object on 
the video sequence is described by a sequence in the 
form of a set of coordinates of the center of the object 
on each frame: 

𝑇𝑟(𝑂𝑏𝐷) = (𝑂𝑏𝐹𝑘
𝐷 ) = ((𝑥𝑂𝑏𝑞

𝐹1 , 𝑦𝑂𝑏𝑞
𝐹1 ) ,⋯ , (𝑥𝑂𝑏𝑞

𝐹𝑛 , 𝑦𝑂𝑏𝑞
𝐹𝑛 )). 

The trajectory 𝑇𝑟′  of its movement can be found
using method 𝑀𝑇𝑆 and constraints 𝑍𝑇𝑆: 

𝑆𝑇𝑆(𝑇𝑟′)
𝑀𝑇𝑆,𝑍𝑇𝑆
→     max,

where 𝑆𝑇𝑆 - the accuracy of tracking a moving single 
object. 

Despite the development of numerous algorithms 
over the past decade, due to the possibility of significant 
visual changes in the object and illumination, 
background noise, occlusions, the task of tracking a 
single object (VOT) is not fully completed. 

B. Multiple person tracking

When tracking multiple objects, one need to determine

the set of trajectories 𝑇𝑅′ = {𝑇𝑟𝑞
′} of the objects in the

frames, and then compare them to each other to determine 
the movement of all objects between frames: 

𝑆𝑇𝑀(𝑇𝑅, 𝑇𝑅′)
𝑀𝑇𝑀,𝑍𝑇𝑀
→      max.

Several objects can be present in the frame at the 
same time. Moreover, objects can have almost identical 
visual features. Thus, it is possible to lose an object that 
occurs due to its intersection with a similar one, or 
overlap with a background element. Tracking of 
multiple objects is performed at long time intervals, and 
it is possible to predict the location on subsequent frames. 

C. Crowd tracking

Crowd is a large group of people with severe
occlusions. Crowd tracking is to monitor state changing 
of crowds. Usually abnormally sudden change indicates 
emergency, for example, a crow splits into small groups 

could mean people run away from danger, two large 
crowds merge into one along with intensive motion 
could mean clash.  

There may exist several crowds in one frame: 𝐶𝑅𝐹𝑘 =

= {𝐶𝑟𝑞
𝐹𝑘}, 𝑞 = 1,… ,𝑄,  where 𝐶𝑟𝑞

𝐹𝑘 = {𝑂𝑏𝑞𝑖
𝐹𝑘}, 𝑖 =

= 1,… , 𝑛𝑞 , 𝑛𝑞  is the number of people that compose

crowd 𝐶𝑟𝑞
𝐹𝑘. One thing deserves to be mentioned is that

crowd does not keep its composition through time, it can 
split, or join together with other crowds. 

Because of severe occlusions, single person 𝑂𝑏𝑞𝑖
𝐹𝑘 in

the crowd can hardly be detected or tracked. One 
common way is to treat crowd as a single entity and 
consider imaginary particles occupy the crowd area. 
Along with particles moving, crowd will reshape or 
regroup. It is possible to track for one crowd in a certain 

frame where its sub-groups go in next frames (𝐶𝑟𝑞
𝐹𝑘 =

= {𝑆𝑏𝑞𝑖
𝐹𝑘+𝑡}, 𝑞𝑖 = 1,… , 𝑙𝑞 , where 𝑆𝑏𝑞𝑖

𝐹𝑘+𝑡  is a separated

sub-group of 𝐶𝑟𝑞
𝐹𝑘  in 𝐹𝑘+𝑡 ), or where its sub-groups

came from ( 𝐶𝑟𝑞
𝐹𝑘 = {𝑆𝑏𝑞𝑗

𝐹𝑘−𝑡} , 𝑞𝑗 = 1,… ,𝑚𝑞 , where

𝑆𝑏𝑞𝑗
𝐹𝑘−𝑡 is a separated sub-group of 𝐶𝑟𝑞

𝐹𝑘 in 𝐹𝑘−𝑡).

Once sub-groups of a crowd is located in a previous 
frame or a posterior frame, further analysis of the crowd 
can be performed to determine whether certain crowd 
behavior happens. Three types of behavior are 
considered: 

- crowd directional movement: many people move
in the same direction; 

- crowd aggregation: many people move toward a
certain region from different directions; 

- crowd dispersion: many people move away from a
certain region in different directions. 

One of the main problems for the practical use of the 
tracking algorithm is to ensure high accuracy with 
limited hardware resources and input data. In general, 
accurate tracking can be achieved by solving the global 
optimization problem, which requires the entire 
sequence of frames at once, which is impossible in real 
video surveillance systems. In the existing methods, the 
object tracking problem is often formulated as an 
optimization problem using graph algorithms [9]. Each 
detected object is represented as a vertex, and the 
transition from one vertex to another is determined by 
the similarity function used. Establishing an association 
on graphs can be solved by the method of finding the 
path with the minimum cost, which is most effectively 
solved by global optimization. Tracking algorithms 
based on the selection and analysis of special points 
require the presence of corners in the image contours. 
With a small number of them, the effectiveness of 
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tracking will be low. The use of colour characteristics 
of objects for tracking is considered in the method from 
[10]. Probabilistic approaches use the statement that a 
moving object has a certain state, which is measured on 
each frame, and to estimate its position on the next one, 
it is necessary to generalize the values from the previous 
ones. For this purpose, methods based on the Kalman 
filter [11] or the particle filter [12] are used. However, 
objects can have a pronounced nonlinear trajectory of 
movement, and in this case, the assessment of the new 
state based on the previous ones will be determined with 
a high error. Therefore, different approaches are used to 
solve different applied problems. 

IV. EXPERIMENTAL RESULTS

The proposed mathematical background have been 
tested in many applied tasks that have been described in 
our papers [6-8]. Tracking by detection method is 
effective for people tracking. In this case, the detection 
stage is one of the key ones. The quality of its work 
largely determines the accuracy of people tracking in 
video. Therefore, for what follows, we will use a more 
accurate CNN YOLOv4, the advantages of which are 
indicated in [13]. After person detection in the frame, 
features of the selected fragment in the spatial area in 
the frame and in time domain in video sequence are 
calculated. We use features such as CNN and histogram 
features of H channel in HSV space when this person 
was last correctly detected in frame, centre coordinates 
for selected area of a person in frame, displacement in 
the current frame relative to the previous one, width and 
height of the area in previous frame, motion trajectory, 
motion time. The values of the similarity function are 
calculated for all accompanied and detected people in 
the current frame. Based on these values, a 
correspondence is established between the detected and 
tracked objects using Hungarian algorithm. The 
trajectory is created when a person is first detected. The 
trajectory is deleted if this person is not detected for a 
certain number of consecutive frames and there is no 
comparison for him with previous frames. thus, in this 
case, we consider that he left the scene, which is 
recorded by a video camera.  

An important task is to determine the effectiveness 
of tracking, taking into account the joint work of the 
detection and tracking stages to assess the possibility of 
practical use of the algorithm. Therefore, testing of the 
tracking algorithm for indoor surveillance and a 
modified algorithm for outdoor, which uses the Kalman 
filter, was carried out taking into account the results of 
human detection by CNN YOLOv4. In this case, errors 
in the operation of this CNN lead to a deterioration in 
the criteria for tracking. However, experiments reflect 
the real effectiveness for tracking by detection 
algorithms, which is very important for making a 
decision about their application in practice. 

For evaluation of proposed approach MOT16 metric 
[14] is used. Experiments for indoor video sequences
were carried out on six videos from a stationary
surveillance camera. The total number of frames is
11890. Video are characterized by change in lighting, a
nonlinear trajectory for people, overlap by background
objects or the intersection of people trajectories, similar
characteristics. The experiments performed have
confirmed that our proposed approach improves the
tracking accuracy on test video sequences obtained
indoors and outdoors. To implement the algorithm
from [15], MOTA = 0.288306 is provided for all videos
from [14], and for our proposed MOTA = 0.300860.
An improvement is also provided for video sequences
from a fixed indoor surveillance camera: for the
algorithm from [15] MOTA = 0.8793, for the proposed
algorithm MOTA = 0.9266.

a) 

b) 

c) 

d) 

Fig. 1. Results of mutiple people tracking and crowd behavior 

detection 
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For crowd tracking, algorithm based on integral 
optical flow and motion maps [16] is used. The key step 
of this algorithm is to analyze geometric structure 
formed by movements of crowds and their sub-groups, 
which involves considering speed and incline of the 
movements and density of crowds. Based on geometric 
structure analysis, certain crowd behaviors can be 
detected. 

Fig. 1 show examples of detecting and tracking 
people and crowd. Example for indoor video 
surveillance with a changing lighting level and building 
trajectories of people movement is shown in Fig. 1a-c. 
Fig. 1d shows crowd behavior detection during a riot 
control exercise. In Fig. 1d, both red areas show crowd 
directional movements are happening. Furthermore, 
these two moving crowds from the left and the right are 
about to meet in the middle, the core area of the 
collision zone is painted green. 

V. CONCLUSION

The paper presents a formalization of the problem of 
detecting stationary and moving objects on video 
sequences, taking into account their features. Three 
cases of tracking are considered and described: single 
object, multiple objects and crowds on video sequences. 
The approach for tracking multiple people on video 
sequences for indoor and outdoor video surveillance is 
described. The first stage requires detecting person in 
the input frames by YOLOv4 convolutional neural 
network. For solving assignment problem of person, we 
store information about individual object in spatial 
domain of frames and in the time domain on a video 
sequence. For person description, the following feature 
set is used: neural network and histogram features, 
centre coordinates of a person in the frame, offset in the 
current frame relative to the previous one, person width 
and height in the previous frame, trajectory and time 
of movement.

This research was partly supported under BRFFR 
project F21UKR-001.   
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Abstract. This paper presents a lightweight deep 

neural network that segments pedestrian crosswalks on 

an image in realtime. It is based on U-Net architecture 

with all its convolution layers substituted with depthwise 

separable convolution ones. This neural network was 

trained and tested against a set of manually segmented 

3083 road images — with and without crosswalks. The 

resulting network has only 383K parameters and runs at 

35 FPS on a mobile phone. The Jaccard index (IoU 

metric) on the validation set is 0.9138. 
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I. INTRODUCTION

There have been considerable research interests in 
autonomous cars in the past few years, primarily 
concerning the safety of autonomous vehicles. 
Meanwhile, Every year, approximately 300,000 
pedestrians die on the roads accounting for up to 26% 
of all deaths in road accidents [1]. That makes 
pedestrian crosswalk detection an essential task for the 
safety of autonomous cars. 

The main three approaches for crosswalk detection 
are based only on camera images [2, 3], only on 
LIDAR point clouds [4] and on both images and point 
clouds [5, 6]. In this text, we present a convolutional 
neural network, UNetX, based entirely on camera 
image processing. The neural network can be used as a 
part of a complex autonomous vehicle system. 
Nevertheless, being a lightweight solution that can run 
in realtime on a mobile phone, it also can operate as a 
virtual offline road assistant for drivers. 

This network solves the detection problem as 
image segmentation. It partitions an image into two 
segments: the one that belongs to a crosswalk and the 
one that does not. In this paper, we present UNetX, a 
five-time more compact modification of U-Net [7], 
which makes UNetX faster and more power-efficient. 

II. METHODOLOGY

A. Data set selection and annotation

The data set of 35625 images for crosswalk
detection [8] have been taken for that problem. That 
dataset effectively comprises three data subsets. The 
first data subset consists of images captured using a 
Bumblebee XB3 camera mounted on the IARA 
vehicle during the day. The second one was created 
using the same instrument at night. And the third 
subset was taken with GoPro HERO 3 camera in Full 
HD. 

The set was annotated only with crosswalk 
presence property; thus, additional annotation was 
required. A portion of those images has been manually 
annotated using VGG Image Annotator [9]. JSON 
output from VGG Image Annotator was converted to a 
bit-mask representing whether the pixel belongs to a 
crosswalk. Several local streets images have also been 
added. Those images have been taken during both day 
and night and also during bad weather. The images 
have been evenly selected from all data subsets. In 
total, 3083 images have been annotated, 975 of which 
did not contain any crosswalk. 

Fig.  1.  Example of an image on the left and its annotation 

 mask on the right 

A benchmark application was developed to 
measure realtime performance on a mobile device. It is 
an iOS application that runs the CNN model using 
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CoreML framework [10]. It feeds a batch of images to 
a model, measures their processing time, and 
calculates frames per second (FPS). An iPhone 8 was 
used to measure real-time performance on an actual 
device. 

B. CNN architecture

The U-Net was used as a base convolutional
network with slight changes. Unlike the original paper, 
in this work, 256 × 256 image with 3 color channels is 
used as an input for UNet CNN. An encoder 
transforms an input image to a tensor 64×16×16, and a 
decoder with concatenation layers unpack this tensor 
to a single channel 256 × 256 mask. Each value of a 
mask is a probability that the corresponding pixel 
belongs to a pedestrian crosswalk on an input image. 

Fig.  2.  U-Net CNN visualization 

Fig.  3.  UNetX CNN visualization 

The U-Net network has only 1,941,105 parameters, 
but even a smaller network has been proposed. 

Convolution layers in U-Net have been substituted 
with depthwise separable convolution layers [11]. The 
other components of a CNN, like max-pooling and 
concatenation layers, are unchanged. 

Depthwise separable convolution is essentially two 

convolutions. The first one is a depthwise convolution. 

It takes N×M×C tensor and performs C 2D 

convolutions with its filter on each N×M layer. The 

outputs of a depthwise convolution are stacked to a 3D 

tensor and fed to a point-wise convolution. This 

modification results in a five times smaller network 

with only 383K parameters. 

C. Figure of merit

Intersection over Union (IoU) is used as an
evaluation metric for the CNNs described. It is a 
commonly used performance metric for image 
segmentation problems [12].It measures the similarity 
between a predicted region and a ground truth region. 
The predicted region is defined by the output of a 
CNN with a probability higher than 0.5, and the 
ground truth is an annotation mask. In order to 
calculate IoU, one needs to find an intersection and a 
union of the predicted region and the ground truth. 
Thus, the IoU is a ratio of the area of intersection over 
the area of union. 

Fig.  4.  Intersection (yellow) over Union (red and yellow) 

visualization 

III. TRAINING THE MODEL

Both UNet and UNet-X CNNs have been trained 
on NVIDIA Tesla V100 using Keras [13]. Each 
network was trained for 100 epochs; each epoch 
processed the whole training set divided into batches 
of 32. The optimization algorithm is Adam [14]. The 
learning rate and other training hyper-parameters were 
set to Keras defaults. 

Binary cross-entropy [15] was used as a loss 
function during training, as in: 

76

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



N in (1) is the number of pixels, yiis the ground 
truth value whether a pixel number ibelongs to a 
pedestrian crosswalk segment, and p(yi) is a predicted 
probability that a given pixel belongs to the segment. 

The data set has been randomly split into training 
and validation sets. The training set comprises 2159 
images (70% of the annotated data set), and the 
validation set is 924 images. After each single training 
epoch is concluded, the trained network model is 
validated against the validation set. Fig. 5 shows 
model training loss and validation IoU after each 
epoch. 

IV. RESULTS AND DISCUSSION

Substitution of convolution layers with depthwise 
convolutions insignificantly affects segmentation 
results. Values of the IoU metric given in a table I and 
the visual comparison of the segmentation masks, as 
shown in fig. 6, support this claim. At the same time, 
the number of trained network parameters decreased 
five times, from 1,941,105 to 386.543. This improved 
network performance on a mobile device by 33% up to 
35 frames per second, which is enough to perform 
proper real-time segmentation. 

Fig.  5.  Loss and IoU training progress 

Despite the dramatic decrease in computation 
workload, the performance improvement is modest. 
This is due to the almost unchanged number of 
load/store operations per inference and the increased 
number of CNN layers. Performance results are 
summarized in Table I. 

Fig.  6.  Visual comparison 

TABLE I. MODELS SUMMARY 

Model # of parameters IoU FPS 

U-Net 1,941,105 0.9147 26.31 

UNetX 386,543 0.9138 35.17 

V. CONCLUSION

Encoder-Decoder CNN with depthwise separable 
convolutions can be used as a tool for real-time 
segmentation of pedestrian crosswalks. Moreover, 
according to the conducted experiment, switching to 
depthwise separable convolution has an insensible 
impact on segmentation quality. In conclusion, the 
proposed UNetX can be used as a part of a complex 
system of an autonomous car or as a virtual assistant 
for drivers, thanks to excellent real-time performance 
on mobile devices. 
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I. INTRODUCTION

Computer graphics is a very distinct field in 
computer science. Unlike other areas, the primary 
concern of computer graphics lies in the presentation of 
information, rather than pure computation. This makes 
computer graphics universally applicable in a vast 
number of human activities, including science, 
engineering, manufacturing and entertainment. In a 
peculiar turn of events, computer graphics development 
and evolution has been primarily driven by the 
entertainment industry. Started late 20th century, video 
games have been at the forefront of computer graphics 
progress, which was later picked up and expanded by the 
movie industry. These days it is hard to find an artifact 
of the popular culture that was not produced using 
computers in one way or another. 

Computer graphics technologies pursue two 
fundamental goals: photorealism and real-time imagery 
generation. Despite tremendous progress in the past 
decades, we are still far from being able to render 3D 
scenes of arbitrary complexity with perfect picture 
quality. Perhaps it is not an achievable goal after all, but 
the development will always be concerned with image 
quality and the speed of generation. 

From general perspective, the technological stack of 
computer graphics consists of the following layers: 
graphics hardware, graphics Application Programming 
Interface (API), visualization system, and application. 

Application layer defines a particular visualisation 
problem that needs to be solved with visualisation tools. 
It can be a video game, a visual effect in a movie, or a 
piece of engineering software. The requirements for 
application layer are defined externally and they often 
drastically differ from one problem, or product, to 

another. This is where the need for quality and speed 
arises, to propagate, eventually, to the lower layers. Due 
to the nature of application problems, little can be done 
for formalisation of this layer. 

Visualisation system layer can be optional, however 
complex applications almost never get built from 
scratch. Many years of experience in various fields of 
computer graphics provided software engineers with 
enough information to construct systems that would be 
applicable to a wide array of visualisation problems. The 
best example of that would be a graphics engine, as a 
part of a game engine. A graphics engine (for example: 
Unreal Engine, Source, Frostbite) is a visualisation 
system that is developed and tuned to a specific subset 
of applications – game genres. Common visualisation 
problems are solved once in an efficient way in a 
graphics engine and that facilitates higher production 
speed for subsequent projects that a game development 
company may take. Another good example of a 
visualisation system can be Computer-Aided Design 
(CAD) systems (for example: AutoCAD, SketchUp, 
Archicad). These also solve common problems, but in 
the areas of engineering and architecture. The major 
difference of visualisation system layer with application 
layer, is that visualisation system plays the role of 
middleware, and each specific visualisation application 
problem has to evaluate and choose whether any existing 
visualisation system can help with the solution or not. 
None of the visualisation systems are applicable to all 
possible applications. 

Graphics API layer is the most standardised layer 
in the technological stack. The API is normally 
represented by operating system drivers and specialised 
graphics libraries. Of which, the most prominent are: 
DirectX, OpenGL and Vulkan. These libraries do the 
mediation work between software and hardware within 
an operating system, which includes translation of 
application intent into graphics hardware commands, 
and control and execution of the rendering process. The 
development of the graphics libraries is substantially 
slower than visualisation systems, as they heavily 
depend on architecture of graphics hardware, and when 
the hardware updates, the libraries have to change 
accordingly. Graphics API represents a common 
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language that graphics hardware and software talk to 
each other, that is why there is so few implementations 
of it. 

Graphics hardware is the base layer in the 
technological stack of computer graphics. It consists of 
various specialised hardware components that perform 
rendering. Most notable form of graphics hardware is 
graphics cards (for example: NVIDIA GeForce, AMD 
Radeon). A graphics card contains a dedicated Graphics 
Processing Unit (GPU), which runs a special algorithm 
called graphics pipeline. In a similar manner with 
visualisation systems, graphics hardware accumulates 
common patterns and solutions to common visualisation 
tasks coming from applications. And the changes then 
propagate via graphics API up, towards visualisation 
systems and applications. 

Despite all the successes that computer graphics has 
enjoyed so far, there is one problem that is growing with 
each new feature and every new improvement: the 
complexity of the technological stack. In this paper we 
will analyse the developmental milestones of the 
technological stack, highlight the changes and the 
reasoning behind them. This will help with 
understanding of the technology in its current state and 
possibly give ideas for further development. 

II. METHOD OF ANALYSIS

In this paper we will use a model for historical 
analysis that is based on the technological stack 
described earlier. We will look at three separate actors: 
graphics hardware, graphics API, and applications 
which is a combination of application and visualisation 
system layers from the technological stack. 

Graphics hardware, graphics API and applications 
relate to each other in the manner depicted in Fig. 1. The 
relationship between the actors is cyclical and flows in 
one direction, with arrows pointing at the actors the 
development of which is informed by the source of the 
arrow. Graphics hardware development is informed by 
the nature and requirements of the applications, graphics 
API reflects the structure and capabilities of the graphics 
hardware, and applications can only do as much as it is 
possible with a certain API. 

Of course, there is also external input into this 
system, for instance, graphics hardware is not being 
developed in a complete isolation and depends on the 
current state of art in chip manufacturing and related 
improvements in technologies. Applications are also 
influenced by the ideas of business products, or 
advances in a scientific or engineering thought. 
Graphics API may be influenced by competing 
technologies or general evolution in software 
development techniques. But for our purpose, a 
simpler model will be enough. 

With every turn of the relationship cycle, the 
components change and improve. We identified DirectX 
API [1] versioning as a representative timeline of the 
stepping stones that graphics technologies have taken on 
the way, and in the next section we will begin with the 
first version. 

III. ANALYSIS

A. DirectX 1 (GameSDK) – 1995

First GPUs were pretty simple, and were mostly
concerned with 2D image processing and displaying. 
This was already a good starting point, since it 
introduced a separation of duties within a single 
machine: general CPU did not have to bother with 
graphical tasks consisting mostly in copying large 
buffers of data from one memory location to another. 

Fig. 1. Actors’ relationship cycle 

In a similar vein, DirectX 1 only contained a library 
called DirectDraw, dedicated specifically to the work 
with 2D graphics. This library unified and abstracted the 
work with video memory, so that the users would not 
need to bother about the kind of hardware their 
applications were running on. This technique was called 
Hardware Abstraction Layer (HAL). 

If application required 3D capabilities, it was mostly 
on its own, all geometry preparation, including 
transformation and projection had to be performed by 
the CPU, and then passed to the graphics hardware via 
API. But even at this early stage, DirectDraw provided 
access to double buffering and Z-buffer support, which 
are essential features to this day. 

B. DirectX 2 – 1996

Voodoo 3dfx graphics acceleration card [2] was a
major step in development of what has become known 
as graphics pipeline. The card implemented the 
rasterisation algorithm and relied on the presence of 
another video card in the system for 2D output. 
Rasterisation was another essential step on the way to 
the true 3D rendering, but transformation and projection 
still had to be done on the CPU. 

DirectX 2 had extensively improved capabilities of 
DirectDraw, and introduced a library to work with 3D 
graphics: Direct3D. Direct3D in DirectX 2 could be used 
in two separate modes with distinct APIs: Immediate 
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Mode (IM) and Retained Mode (RM). Retained Mode 
was designed for high-level graphics programming, and 
included functionality and primitives for construction 
and management of 3D scenes containing hierarchies of 
objects. RM contained methods for camera 
manipulation and animations and was built on top of 
Immediate Mode. Immediate Mode on the other hand, 
was a low-level programming interface and required 
good understanding of the intricacies of graphics 
programming. This demonstrates that graphics 
development complexity was recognised even at these 
early stages. 

Even though graphics hardware did not support 
lighting, transformation and projection at the time, 
DirectX implemented the missing parts of the 
rasterisation algorithm in software, and provided 
specialised components in the form of Transform, 
Lighting and Raster modules. 

C. DirectX 3 – 1996

DirectX 3 did not have any improvements to
DirectDraw or Direct3D, and only updated other 
components of the SDK, such as DirectSound, 
DirectInput and DirectSetup. 

It should also be noted that DirectX version 4 was 
skipped and the next released version became DirectX 5. 

D. DirectX 5 – 1997

In 1997 graphics cards manufacturers introduced a
new data transfer interface in their products: Accelerated 
Graphics Port (AGP) [3]. This data transfer bus 
significantly increased the rate at which graphics data 
could be passed to graphics hardware. That, in turn, 
helped to increase the size of 3D scenes and quality of 
textures. In addition to this, graphics hardware added 
support of multitexturing – an ability to use multiple 
texture maps during single surface rasterisation. This 
feature had opened a way to many visualisation 
techniques, such as bump mapping, specular mapping, 
prebaked lighting and so on. 

When it was introduced, Direct3D Immediate Mode 
required programmers to record the instructions that 
they wanted to pass to graphics hardware in a special 
data structure called Execute Buffer. Execute Buffers 
were pretty low level and required a fair amount of 
boilerplate code when operated. For this reason, DirectX 
5 added a more convenient set of instructions in addition 
to Execute Buffers: Draw Primitive commands. 
Direct3D Retained Mode was expanded with a number 
of interfaces for animation and managing geometry with 
variable levels of details. 

With the new improvements of the hardware and 
API, applications could render scenes with textured 
materials more efficiently and the selection of available 
visual effects have increased. 

E. DirectX 6 – 1998

In DirectX 6, DirectDraw did not have any
significant changes, but it increased the number of 
methods that simplified working with graphics 
hardware. Direct3D Immediate Mode improved its 
performance and added support for new hardware 
features: single-pass multiple texture blending, texture 
cache management, vertex buffers, and many others. 
Direct3D Retained Mode was incrementally improved 
without any noteworthy changes. 

Graphics application were provided with a better 
selection of tools as the result of these changes; however, 
the more basic capabilities were still quite primitive, for 
instance, lighting and transformation was still performed 
by CPU, and this prompted the next big challenge for the 
hardware. 

F. DirectX 7 – 1999

In 1999 graphics cards got a new module that
extended the capabilities of the hardware graphics 
pipeline: a Transformation and Lighting module (T&L) 
[4]. This change allowed to remove from the CPU the 
need of performing geometry transformation (projection 
from 3D coordinate system onto 2D screen coordinates), 
and per-vertex lighting calculations. Now, graphics 
hardware started processing the true 3D data. 

The new features of Direct3D included: T&L 
support, environment mapping with cubic textures, 
geometry blending, device state blocks. Additionally, 
Execute Buffers support was ceased, and draw primitive 
methods have become the only way of pushing the work 
to graphics hardware. 

Direct3D Retained Mode was completely removed 
from DirectX SDK. The reason why it was done can be 
speculated that a decision was made to concentrate 
efforts on a single component of the library – Immediate 
Mode, – which would be better suited as a low-level, 
high-performance interface to graphics hardware. 
Retained Mode could not be made generic enough, and 
could not play the role of a general graphics engine. In 
lieu of removed Direct3D RM, DirectX introduced a 
special Direct3DX Utility Library (D3DX) that 
contained a wide selection of functions that helped with 
management of Direct3D interface objects, provided 
functions for loading graphical assets from files, and a 
range of 3D math functions. This made Direct3D a more 
complete package for graphics programming. 

These improvements to hardware and API had 
increased performance of rendering applications. But 
there was another problem looming in the background: 
graphics pipeline as it was, was implemented in a 
particular manner, called Fixed Function Pipeline (FFP) 
[5]. Which meant, that the implementation of the 
pipeline algorithm was static, and the data passing 
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through was transformed on the way using fixed 
functions that could only be changed by special state 
values. FFP was a significant limiting factor in the 
generality of the pipeline: application developers were 
coming up with all sorts of possible visual effects that 
simply could not be implemented with the fixed 
functions. 

G. DirectX 8 – 2000

The problem of FFP was solved with the introduction
of programmable pipeline technology in graphics 
hardware. Programmable pipeline introduced two new 
stages into the process as a replacement for 
Transformation and Lighting and multitexturing 
modules – Vertex and Pixel Shaders [6]. Shader is a 
special small program that is executed by GPU at certain 
stages of data processing, and is applied to specific types 
of primitives: vertices for vertex shaders and fragments 
(or pixels, loosely) for pixel shaders. Shader programs 
were written at first in a version of assembly language 
that could be compiled in the runtime by application and 
uploaded to graphics hardware. Later, however, high 
level languages were developed to simplify shader 
programming, such as High-Level Shader Language 
(HLSL). HLSL later developed in a number of stages 
defined by Shader Model version, thus the first 
implementation was using Shader Model 1. 

In DirectX 8, DirectDraw was completely merged 
into Direct3D since there was a little need in maintaining 
a separate library for display device management. The 
new combined component was named DirectX 
Graphics, and it included support of programmable 
pipeline and implemented a number of features, 
including: multisampling, point sprites, 3D volumetric 
textures, higher-order surface primitives, 
multiresolution geometry, vertex blending. Another 
useful addition was introduction of resources and the 
ability to manage where graphics data should be located 
in the memory, which gave applications better control 
over the data flow. 

Direct3DX library was significantly expanded with 
functions that support working with meshes, geometry 
skinning (vertex blending), functions to assemble 
shaders, and a specialised Effect interface that 
encapsulated some of the common work of defining 
graphics pipeline using declarative syntax. 

H. DirectX 9 – 2002

DirectX 9 had become a standard for Windows
graphics development for many years to come. Even 
after the following versions were released, DirectX 9 
was still in use. It can be said that this version 
encapsulated most of the requirements posed by 
applications, and some significant changes were needed 
on the application side in order to facilitate further 
development. 

There were no radical changes in DirectX 9 
compared to DirectX 8. All of the previous capabilities 
of the API were enhanced and improved. The API model 
underwent minor iterative version releases, which 
supported further extensive development in graphics 
hardware. HLSL was updated to Shader Model 2 and 3. 

For the following years, graphics hardware, graphics 
API and applications were developing in an extensive 
manner, improving performance and increasing the 
number of supported resources. 

I. DirectX 10 – 2006

In DirectX 10, graphics pipeline model was changed
fundamentally. Legacy features of DirectX 9, like fixed 
function pipeline, were stripped off. And in general, the 
API had been upgraded and made cleaner. The 
following functional improvements were made: added a 
new programmable shader stage – geometry shaders 
(Shader Model 4); ability to output vertex data from the 
pipeline; pipeline state was organised into 5 immutable 
objects that significantly reduced loss of performance 
due to state switching; improved resource access; 
changed API architecture to have a layered runtime; and 
many others. 

A drastic change like that meant that a lot of 
applications created using older versions of API could 
not be ported easily to use the new API. That throttled a 
widespread adoption of DirectX 10 for some time. 

J. DirectX 11 – 2009

It had become clear at the time that programmable
pipeline was the appropriate technology of choice for 
graphics hardware, since it combined great performance 
with a lot of flexibility necessary for applications. Thus, 
the main ways of graphics hardware development were 
to improve on the capabilities of shader stages and 
introduction of new ones. 

DirectX 11 kept the architecture model of its 
predecessor. It expanded shaders to Shader Model 5 with 
addressable resources and resource types, subroutines, 
new types of shaders: compute, hull and domain. Two 
important improvements were introduced in DirectX 11: 
already mentioned compute shaders and multithreading. 
Compute shaders were a big change in graphics 
hardware world, they made it possible to execute general 
parallel algorithms very efficiently. Afterall, that was the 
whole purpose of graphics hardware from the beginning 
– to process large amounts of data in the most efficient
manner. Now, graphics hardware had discovered a new
use, and no longer was locked just to rendering.
Multithreading support, on the other hand, was a big win
for the rendering itself. Up until that moment, rendering
processes were structured as a single conveyor belt with
a single global state, which limited any attempts at
parallel execution. And with GPUs hitting the limits of
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single core improvements, it meant that some serious 
change was needed in order to unlock the next 
performance boost, and that change was multithreading. 

From the applications perspective, there was a split: 
simpler applications that did not need cutting edge 
features were still using DirectX 9, but large players 
recognised and promoted DirectX 11 further. And the 
next version of DirectX was a conclusion of this 
endeavour, so far. 

K. DirectX 12 – 2015

DirectX 12 had made the next large update to the
architecture of the API. Compared with DirectX 11, the 
new version sported [7]: vastly reduced CPU overhead, 
up to 20% improvement in GPU efficiency and cross-
platform development across Windows 10 devices. This 
came at a cost of the API being made lower-level, 
without attempting to abstract hardware capabilities any 
longer, it instead gave control over the hardware to 
graphics programmers. 

The API had become thinner, and a lot of 
opportunities were opened for performance optimisation 
in relation to concrete visualisation applications. This, 
however, had significantly increased the entry level, and 
API documentation [7] explicitly said that DirectX 12 
was designed for advanced graphics programmers. In a 
way, the API had become closer to the first version – 
DirectX 1. The API removed multiple ways it previously 
used to synchronise data and state between CPU and 
GPU processes, now all the work for resource 
management and command execution had to be 
performed by the application. Work submission was 
made truly parallel with introduction of a new model 
based on command lists. Those command lists may be 
reminiscent of Execute Buffers in the early versions, but 
in DirectX 12 they represented a completely 
independent executable workload for hardware that did 
not share a state with the rest of the computation, so it 
could be constructed and submitted in parallel in a 
stateless manner. 

IV. CONCLUSION

The development arc of the graphics hardware, 
graphics API and applications has been dramatic in the 
past 25 years. The API started from low-level, attempted 
to add high-level abstractions, but eventually gave up 
and now it mirrors the hardware architecture. The 

hardware tried implementing rasterisation algorithm in a 
static manner, but it was proven not flexible enough to 
support the variety of applications, so the programmable 
pipeline was developed and enhanced. Applications 
started small in numbers, but then the number of them 
exploded, and after introduction of newer architectural 
models, a split appeared between simpler and more 
complex systems. Nowadays, DirectX 9 has become 
outdated, and it is harder for graphics programmers to 
base new applications purely on graphics APIs. In game 
development, for instance graphics engines have 
become very prominent since their development teams 
had enough expertise to utilise the power of the new API 
fully. 

In our previous works we discussed the problem of 
complexity of the graphics pipeline and API [8, 9, 10]. 
Our approach to extension of the pipeline with higher-
level primitive processing can make graphics API better 
suited for use in complex graphics application going 
forward. 
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Abstract. In computer vision, human body parts 

extraction is a challenging task for many applications. 

In this work, we propose the algorithm to extract 

human body parts in images using the OpenPose system 

and attention model. The novelty of the proposed work 

is that algorithm is based on a convolutional neural 

network that uses a nonparametric representation to 

associate body parts with people in an image in 

combination with a new attention model that learns to 

focus on specific regions of different input features. The 

algorithm is a part of Smart Cropping system developed 

by us which aim is to cut the images and prepare                  

e-commerce catalog.
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I. INTRODUCTION

Task of human body parts extraction is very 
important for many applications, particularly in e-
commerce. It is well known that deep learning can be 
used to identify parts of a person's body [1]. 
Extraction of human body parts is the foundation of 
another task of computer vision – pose estimation, 
which can also be considered as the problem of 
determining the position and orientation of the camera 
relative to a given person or object.  

Solving the problem of a human body part 
extraction, an object or person (or several people) 
could be tracked in real world at an incredibly detailed 
level. This powerful capability opens up a wide range 
of possible applications.  

In this article, we will consider the application of 
the human body parts extraction in e-commerce tasks, 
namely, when creating an e-commerce catalog.  

Creating a catalog for an e-commerce store 
includes preparing images and content for them [2]. 
When preparing images of clothes, a full-length 
photograph of a person presenting several items of 
clothing at the same time is usually used. Such an 
image is cut into pieces in accordance with certain 
rules. For example, for a skirt it is necessary to show 

the part from the waist to the feet, for a shirt - from 
the crown of the head to the hips. Currently, the 
slicing process is done manually. To automate the 
process, the Smart Cropping system has been 
developed, which allows, by solving the problem of 
human body parts detection, to cut images.  

In this paper, we propose an algorithm for human 
body parts extraction using a neural network and 
attention model. Having received the key points of the 
human body, the positional relationship between them 
is calculated, after which it is used to crop the original 
image and create a set of images representing the 
goods. The algorithm is capable of preparing images 
of shoulder clothing (clothing resting on the upper 
supporting surface of the body, bounded from above 
by the articulation lines of the body with the neck and 
upper limbs, and from below by a line passing through 
the protruding points of the shoulder blades and 
chest), waist clothing ( clothes resting on the lower 
supporting surface of the body, bounded at the top by 
the waist line, and at the bottom by the hip line), hats 
and shoes. The average computation time for one 
frame is 1.5 seconds.  

Our main contributions are 

• developing the new system of image cutting in
ecommerce sphere based on the deep neural network 
modified by the techniques that help a “model-
intraining” notice important things more effectively;  

• extend the existing OpenPose system using
Attention model that helped VGG architecture used in 
OpenPose to learn and detect more image features.  

We achieve state-of-the-art results on standard 
benchmarks including the COCO dataset.  

II. RELATED WORK

The classical approach to the problem of a human 
body parts extraction and pose estimation, presented 
in [3], includes representation of the object as a set of 
"parts" located in a deformable configuration (not 
rigid). Most of the newer pose estimation systems use 
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convolutional neural networks as the main building 
block, largely replacing hand-crafted functions and 
graphical models; this strategy has significantly 
improved standard approaches.  

DeepPose [4] is the first deep convolutional neural 
network architecture applied to the problem of human 
pose estimation. It achieved the performance of 
advanced algorithms and outperformed existing 
models. In this approach, pose estimation is 
formulated as a convolutional network regression 
problem to determine the joints of the human body. 
The work also uses a cascade of such regressors to 
refine and obtain more accurate estimates of the pose. 
However, the disadvantage of the model is the 
complexity of training due to the specifics of 
regression, which weakens generalization and, 
therefore, does not work well in certain regions.  

Newer techniques transform the pose estimation 
problem into a heatmap estimation problem, where 
each heatmap indicates the reliability of the location 
of the n-th key point of the human body. The work [5] 
is based on this approach.  

The work [5] is based on the architecture that uses 
a convolutional neural network ConvNet [6] and a 
refinement model. In the method, heatmaps are 
created by parallel running an image rendered at 
different resolutions to capture objects at different 
scales at the same time. The disadvantage of this 
approach is the lack of structural modeling.  

In this article, the OpenPose architecture [7] that is 
divided into feature selection block modified by the 
attention model [8] and maps generation block is used 
to identify parts of the human body.  

OpenPose [7] is a deep feed forward neural 
network. This method can effectively detect 2D 
positions of human body parts in real-time RGB 
images. It does this by detecting and associating body 
parts using part similarity fields (PAFs) and 
confidence maps. A confidence map is a probability 
density function for a new image that assigns a 
probability to each pixel of a new image, which is the 
probability of a pixel belonging to a body part in an 
object in the previous image. The detection of body 
parts occurs in a sequential manner, performing 
bottom-up prediction using spatial context.    

Attention Model (AM), first introduced in 2015 for 
Machine Translation [8] has now become a 
predominant concept in neural network literature. 
Attention has become enormously popular within the 
Artificial Intelligence (AI) community as an essential 
component of neural architectures for a remarkably 
large number of applications in Computer Vision [9].   

The main purpose of the attention model is to use 
attention maps. An attention map is a scalar matrix 
representing the relative importance of activation 
layers at different 2D spatial positions with respect to 
the target. Attention model uses maps to define and 
use effective spatial support of visual information used 
by the convolutional network in decision making.  

The constructed in this work model makes it 
possible not only to structure parts of the human body 
due to the fields of similarity of parts, but also to 
highlight parts of the human body in more detail due 
to stimuli that enhance significant and suppress 
insignificant objects in the image. This result is 
achieved due to the construction of a two-dimensional 
matrix of estimates for each heat map.   

III. METHOD

We developed the method allowing to crop the 
image automatically without usage of the human 
resources. It calls Smart Cropping and includesthe 
following components:  

• Feature selection module;

• Vector and heatmap building module;
Position relations calculation module; Cutting 

according to the specified rules module.  

The architecture of the Smart Cropping method is 
shown in Fig. 1.  

Fig. 1. Smart Cropping architecture 

Due to theme of this article is extraction of human 
body parts in image using convolutional neural 
network and attention model, special attention will be 
for Feature selection module, other modules will be 
described briefly.   
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A. Feature Selection Module

Feature selection module is the first step of the
Smart Cropping method and the main focus of this 
article. In this module the image is processed with the 
help of the deep convolutional neural network VGG-
19 that is a part of the OpenPose architecture. The 
novelty of the algorithm proposed in this article lies in 
the modification of the network VGG-19 by the 
attention model – the learned attention maps neatly 
highlight the regions of interest while suppressing 
background clutter.   

VGG-19 [10] is a type of the VGG (Visual 
Geometry Group) model, which consists of 19 layers 
(16 convolutional layers, 3 fully connected layers, 5 
MaxPool layers and 1 SoftMax layer). The 
architecture is shown in Fig. 2. The main idea behind 
VGG is to show that classification/localization can be 
improved by increasing the convolutional block and 
using a 3×3 convolution kernel to help highlight the 
features of the image.  

Fig. 2. VGG-19 architecture 

One of the ideas of this work is to enforce the 
existing architecture by combining it with the 
attention model. The attention model engine learns 
during network training and should help the network 
focus on key image elements.  

We developed the algorithm which is based on the 
hypothesis that there is an advantage in identifying 
significant areas of the image and enhancing their 
influence, while suppressing irrelevant and potentially 
misleading information in other areas. In particular, it 
is expected that providing more targeted and 
economical use of image information should help in 
generalizing changes in data distribution, as happens, 
for example, when training on one set and testing on 
another. In the standard convolutional network 
architecture, the global image descriptor  is obtained 
from the input image and traversed through the fully 
connected layer to obtain the prediction probabilities. 
The attention model expresses  through the mapping 

of input data into a multidimensional space in which 
observable visual concepts are presented in different 
dimensions to make classes linearly separable.  

We included 2 key changes in VGG-19 architecture 
and the algorithm is the following (Fig. 3):  

• after layers 7, 10, and 13 (highlighted in yellow
in Fig. 3), attention estimators are inserted, on
the basis of which a binary mask is calculated,
where 0 is irrelevant information for the
desired object, and 1 is important. The mask,
represented by the matrix, is then multiplied by
the original result of the layer for which it was
calculated, for example, 7, thus overestimating
attention;

• the last fully connected layer was replaced with
a fully connected layer, the input of which is
the results of 3 attention estimators.

 Fig. 3. Attention model architecture 

B. Vector and heatmap building module

The second module in the Smart Cropping method
is vector and heat maps building. Inspired by the 
work [7], we use an OpenPose system to produce the 
vector and heat maps to detect the position of human 
parts on the image. Since our work is an extension of 
their model, we will only present a very brief 
overview of the architecture. 

The OpenPose input is an RGB image that 
forwards through the VGG-19. There are two 
branches at each stage: one for the heatmap detection 
and the other is for vector map detection. Obtaining 
heatmap and vector map, one could determine all the 
key points in the image. The OpenPose architecture is 
shown in Fig. 4.   
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Fig. 4. OpenPose architecture 

C. Position relations calculating module

To implement a cropping of the original image and
create a set of images representing goods, it is needed 
to get the coordinates of the key points of the human 
body, and then calculate the positional relationships 
between them through the coordinates of each key 
point. The coordinates of three points should be 
known in order to calculate the angle formed by the 
three points. Then using the range of values of these 
angles the pose of the person is etimated and correct 
cropping is made. The formulas for calculating these 
angles are shown below.   

Let 3 points  are 
known. The corresponding vectors are 

, 

Then 

.

System could detect 23 key points of the human 
body (e.g. right elbow, left hip, etc.).  

Fig. 5. Example of the staight lines construction 

23 key points construct the straight lines that form 
the person's pose, for example, left and right 
shoulders, left and right hips, etc. An example of 
building straight lines is shown in Fig. 5.  

IV. EXPERIMENTS AND RESULTS

In e-commerce, a product catalog is an illustrated 
list of goods or services. The catalog is compiled for 
the needs of customers, buyers or other interested 
parties. The hierarchical structure of the catalog 
consists of categories and subcategories, which 
contain the actual information about the goods. An 
electronic catalog is a type of the product catalog 
where all the information is presented in electronic 
form.  

Such catalogs are the most important, and often 
they are the only communication channel between the 
manufacturer or supplier of products or goods and the 
buyer. The main goal of the electronic catalog is to 
present information in such a way that the buyer has 
the ability to effectively search for the necessary 
information without any difficulties with its 
understanding and use.  

During the creation of an electronic catalog for 
clothes, a person is usually photographed in full-length, 
then unnecessary clothes are cut off: for example, when 
generating a page for a jacket, tit should be cut from the 
head / neck of the model to the hips. This cropping is 
done manually and takes a long time.    

The network for determining key points was 
trained on an NVIDIA T4 GPU using VGG-19 
modified by the attention model for feature extraction, 
batch_size = 6, the number of iterations was 800,000.  

The resulting accuracy is 86% for the dataset 
including images of e-commerce products.  

Fig. 6. Example of the image cropping 

Our algorithm is capable of cropping shoulder 
clothes (from eyes / nose / shoulders to wrists / hips), 
waist clothes (from wrists / elbows to toes / knees / 
ankles), hats (from top of image to shoulders), and 
shoes (from knees / ankles to toes / bottom of the 
image), as well as their combinations.   
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The time needed to prepare one catalog 
containing 10 products is 5 minutes.  

Example of the image cropping is presented in 
the Fig. 6.  

V. DISCUSSION AND CONCLUSION

In the course of the research, an algorithm based 
on the OpenPose architecture using VGG-19 
modified by the attention model was developed. The 
algorithm showed improvement in the accuracy by 
8%, and it is capable of recognizing 23 key points of 
the human body.  

To identify 23 key points of the human body the 
COCO dataset [11] was used. However, for e-
commerce tasks, it is also necessary to define points 
such as the chest, crown of the head, abdomen, 
which are not represented in COCO. Thus, the 
system can be improved by training on an extended 
dataset.  

The resulting network became the foundation of 
the Smart Cropping system, which allows cropping 
images based on positional relationships between 
key points of the human body to create a catalog of 
e-commerce products. This allows preparing images 
that form the product catalog for the classes of 
shoulder, waist and outerwear clothes, as well as 
shoes and hats.  

The accuracy of the trained model is 86% for the 
dataset represented by images of e-commerce products, 
due to the specifics of the area. Accuracy can be 
improved by introducing a block of generative 
adversarial networks that can predict the presence of a 
key point that is not explicitly present in the image (for 
example, a floor-length dress that covers the knees).  

The developed algorithm can be improved by 
expanding the recognized key points, and also used to 
crop images of other product categories.
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Abstract. Described animal recognition and 
counting system based on convolutional neural networks 
with MRCNN architecture. Initial training of the 
network is performed using a basic array of MS COCO 
images, and additional training is performed using an 
array of aerial photographs of reindeer herds. A web-
interface of the system has been developed. The error of 
counting reindeer in the image from the verification 
sample is about 13%. 
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I. INTRODUCTION

The development of an automatic system for 
recognition and counting the number of reindeers was 
driven by the following reasons. The currently used 
methodology for counting the number of wild reindeer 
in tundra populations (Taimyr, Yakutia, Chukotka 
reindeer, and migrating herds of reindeer from Canada 
and Alaska) is based on the ecological characteristics 
of the species, consist in the fact that in hot weather, 
during the flight of blood-sucking insects, reindeer 
gather in herds of many thousands in a limited area in 
the northern part of their summer range (subzones of 
arctic and typical tundra) [1, 2]. The herds in the 
aggregations are photographed and the number of 
animals in them is counted directly, "by head".  

The advantage of this approach over purely 
approximation-based population estimation methods 
[3] is the significantly greater accuracy of the results,
as the vast majority of animals in the population (up to
90%) are counted directly from herd photographs and
only a small number are estimated by area-based
approximation. However, manual processing of the
survey results for large populations takes about three
months, whereas for the ecologically based
management of population dynamics, the non-
depletion of biological resources of the species and the
determination of the norms of commercial reindeer
harvesting, it is desirable to have the population data in
the second half of August, that is, 10-15 days after the
end of the aerial count.

The task was therefore to automate the processing 
of aerial photographs in order to reduce the time it takes 
to obtain aerial survey results.  

II. SELECTING A CALCULATION MODEL

The technology of convolutional neural networks 
(CNN) is adopted as the intellectual basis of the 
recognition system. This class of architectures is a 
highly specialized tool, suitable primarily for images 
and other data that can be represented in matrix form. 
As images store all information as two-dimensional 
matrices (i.e., as pixels), it is necessary to consider not 
only values from the neurons themselves but also 
values from a group of nearest neurons when working 
with images. To this end, besides neurons there is 
another type of elements in convolutional layers of 
CNN that apply certain linear operations to all input 
data of each neuron of the layer - the convolution core. 
The convolutional kernel is a grid that "slides" across 
the image (or previous layer convolutional layer) and 
looks for patterns and patterns in the data. If it finds a 
part of the image that matches a kernel pattern, it passes 
a large positive value to the current layer's 
computational neuron. If there is no match, the kernel 
will pass a small value or zero. 

Because the convolution kernel is applied to every 
position in the image, the convolution layer of CNN is 
extremely effective in image processing tasks because 
features or patterns in the images can appear anywhere 
in these images. That is, CNN is able to analyze 
context-dependent data. 

The Mask Regions with Convolution Neural 
Networks (MRCNN) architecture [4] was chosen for 
this task. This architecture is a subset of the classical 
CNN. Due to the complexity of the architecture, it more 
successfully copes with the tasks of semantic and 
object segmentation of images. It is a modification of 
the existing architecture Fast Region-based 
Convolution Neural Network (FRCNN), in which was 
added a module responsible for recognition and 
generation of object masks. 
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FRCNN is an CNN that searches the image for 
objects and then additionally classifies the found 
object. The output of this model is the bounding 
rectangles localizing each object in the image and the 
class label of the found object with a confidence score. 

In terms of operating logic, MRCNN, the first stage 
of operation is the same as that of a conventional 
FRCNN. It consists of simultaneously running two 
enabled artificial neural networks: a mainline network 
(ResNet, VGG, Inception or similar) and a regional 
positioning network. These networks process each 
image received at the MRCNN input and provide an 
output of a three-dimensional array - an array of 
suggested regions. This array contains the coordinates 
of regions in the input image that contain an object. 

In the second stage of the work, conventional 
FRCNN predicts the bounding rectangle coordinates 
and feature classes for each of the proposed regions 
obtained in the first stage. Each proposed region can 
have a different size, but since convolutional layers in 
CNN always require a fixed size vector for prediction, 
this step also scales the regions found. The size of the 
regions is scaled using either the RoI algorithm or the 
RoIAlign method. 

MRCNN is in turn an extended version of FRCNN, 
augmented with a branch to predict segmentation 
masks for each area of interest. The second phase of 
MRCNN already uses only RoIAlign, which helps to 
preserve the original spatial coordinates that are offset 
when RoI is used. This is then necessary so that the 
RoIAlign output can be combined with the data from 
the first phase, and a mask can be generated for each 
RoIAlign response using the Mask Head module 
(which in turn is also implemented using convolutional 
layers). Such masks are a two-dimensional matrix 
which, for each pixel within a region's boundaries, 
determines whether or not that pixel belongs to the 
object in question.  

This approach allows the boundaries of the object 
being searched to be defined more precisely. Ideally, 
the MRCNN can accurately calculate all the pixels in 
the image that represent the object being searched for. 

III. THE MODEL CREATED

Since there is insufficient data for training in the 
chosen application domain, it was decided to perform 
the main training on a dataset that includes images of 
other animals. This was necessary for the MRCNN to 
learn to recognize animals as a class of objects. And for 
the specific task, this MRCNN was already further 
trained on a specific dataset, including aerial images of 
reindeer herds. The specifics of the task are that the 
herds are photographed from different distances, in 
different landscapes, under different light conditions, 

the animals on the pictures have different colors and 
can be at different angles to the camera, can overlap 
each other. These peculiarities of aerial photos create 
additional difficulties in solving the task of reindeer 
identification. Therefore, the presented task is non-
trivial and the application of CNNs trained on common 
datasets is not possible. 

The main training dataset for MRCNN was the MS 
COCO (Microsoft Common Objects in Context) image 
array [5]. This array is one of the largest datasets used to 
date for training machine learning models to solve 
detection and segmentation problems. The dataset 
consists of 328 thousand images. All images are marked 
up and formed into training samples. Therefore, using 
this dataset for basic training of MRCNN allows all the 
basic concepts of different object classes, including 
animals, to be specified for CNN. However, images of 
reindeer are not part of MS COCO and MRCNN by 
default is not able to distinguish them from a number of 
other animals (sheep, gazelles, cows, horses). Therefore, 
in order to recognize reindeer, the MRCNN needs to be 
further trained using aerial photo arrays with images of 
these animals.  

An input dataset containing a training sample of 100 
aerial images of herds with all animals tagged and a test 
sample of 30 original herd images was prepared for 
training the CNN. The model was trained on 20 epochs, 
with 60 training steps per epoch, with a training rate of 
0.0058 and a detection miss threshold of 0.7. On the 
test data set, the trained model recognized an average 
of 82% of the deer correctly. The deer recognition 
accuracy can be improved by retraining the CNN on the 
extended training dataset. 

So far, a software package with a web interface 
https://regionview.ru/ai/ has been created for the 
developed network, and the program itself has been 
deploy for limited use.  

To use the system, users must upload a JPEG (.jpg) 
or GIF (.gif) image to their computer.  

The system interface contains a set of window forms 
that provide: 

 downloading of aerial images from the user's
computer for processing,

 running a program to recognition and count the
reindeer in the pictures,

 presentation of the results of the program work,
with an image on the screen showing the reindeer
images recognized by the system and the total
number of animals counted,

 downloading the results to the user's computer.
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Fig. 1. Program-marked aerial photo of a herd of wild reindeer 

After viewing the marked image, if the user is 
not satisfied with the accuracy of the software 
package, they can continue to process the image 
manually in any graphics editor that supports the. 
jpg file extension. 

As an example, Figure 1 shows the result of 
the software, a raw image with automatically 
recognized and tagged animals. The figure shows 
that MRCNN can work with images that are noisy 
with background objects - puddles, lakes, bumps, 
etc. None of the background objects were 
mistaken for a reindeer. Also, it is noticeable that 
the MRCNN well with herds in which the 
reindeer gather in very dense groups and partially 
overlap each other. The recognition error was 
about 10%. 

IV. CONCLUSION

In general, verification of the system on an 
independent sample of aerial images showed that 
MRCNN can work with images that are noisy 
with background objects - puddles, lakes, 
hillocks, polygons, etc. The network successfully 
distinguishes individual animals in dense groups, 
animals at different angles and at different 
distances from the camera. The recognition error 
of the deer in the image was about 17%. 
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Abstract. In this paper a human fall detection 
problem using video recordings features such as 
bounding  box  height  to  width ratio and  speed of the 
bounding box movement is considered. We examine two 
datasets, the first of which, in addition to video 
recordings, also contains accelerometer readings. 
Support vector machine, decision tree and random 
forest were used as classification models. These models 
were built on secondary features generated with the use 
of the tsfresh library. The experimental results showed 
that the analized datasets are almost linearly separable 
according to some newly generated features. Thus, the 
use of the tsfresh library allows to apply simpler models 
and at the same time to provide a  higher classification 
accuracy up to 1.0 in comparison with more complex 
LSTM models. 

Keywords: human fall detection, machine learning, 
classification models, tsfresh, LSTM 

I. INTRODUCTION

In recent years, much attention has been paid to 
monitoring the activity of the elderly. One of the 
biggest problems of  people over 70 consists in losing 
their balance and falling. Falls are especially 
dangerous for people who live alone, which reduces 
the ability to provide quick assistance, Giannakouris 
et al. [1]. This problem has led to an increase in the 
number of studies on remote detection of falls, 
allowing fast and qualified assistance to the elderly. 
Such systems often use sensor devices to register falls 
based on the collected data. Approaches, based on 
wearable sensors or mobile phones, require wearing a 
monitoring device. The problem here is that old 
people often forget to wear such devices. Alternative 
systems based on computer vision methods do not 
require the participation of the elderly [2]. In addition, 
today video cameras are becoming cheaper and do not 
require complex manipulations for their installation. 

Kwolek and Kepski [3] collected data from a 3D 
accelerometer and image depth maps to detect falls. 
The measured acceleration value was exploited to 

control the defined threshold to extract a number of 
human characteristics and run the classifier to 
determine the presence or absence of a fall.  Redmon 
et al. [4] studed a convolutional neural network 
(CNN) to analyze  images, extracted from a video and 
get features using an optical flow method to detect 
motion between two consecutive video frames. 
Several cameras or additional devices can be exploited 
to detect movement, as was done for UP-Fall 
Detection dataset. The disadvantage in the considered 
cases is the use of a special camera and/or several 
cameras, as well as resource-intensive structures to 
obtain the required accuracy. Recently Lezzar et al [5] 
proposed a simple algorithm for determining fall, and 
common daily activities with the use of computer 
vision and deep learning, based on a 2D camera with 
occlusion recognition and control of the transition 
between states before and after a fall. By increasing 
the controlled states, the authors claim that they 
achieved an accuracy of 93.94% and recall 100% with 
SVM classifier. 

In this study we describe a simple application of 
both linear (SVM, random forest, etc.) and nonlinear 
classifiers (LSTM) for detecting a person's fall, and 
also propose a transition to new features for time 
series analysis [6]. The article is organized as follows. 
The next section describes the algorithm for 
controlling a person's fall and the structure of the 
system. Further, experiments using various classifiers 
are presented and their effectiveness is compared. The 
last section contains the conclusion and prospects for 
the development of the methodology proposed. 

II. FALL DETECTION MODELS BASED ON VIDEO

AND ACCELEROMETER RECORDS 

A. Dataset description

In this section, we compare the performance of fall
detection models trained on a dataset [3]. This dataset 
contains 70 (30 falls + 40 activities of daily living 
(adl)) sequences. Fall events are recorded with 2 
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Microsoft Kinect cameras and corresponding 
accelerometric data. ADL events are recorded with 
only one device (camera 0) and accelerometer. Sensor 
data was collected using PS Move (60Hz) and x-IMU 
(256Hz) devices. 

Dataset containes synchronized video camera 
records: frame number, time in milliseconds since 
sequence start and interpolated accelerometric data, 
corresponding to image frame. The cameras are 
recorded independently, so they are not strictly 
synchronized (synchronization based on nearest 
timestamp value). Raw accelerometric data contains 
time in milliseconds since sequence start and 
accelerometer data: SVtotal, Ax, Ay, Az. All accelerometer 
data are in gravity units (g). Total sum vector is 
calculated as follows:   . 

The dataset also contains files with extracted 
features from depth maps stored in CSV format. Each 
row is one sample of data corresponding to one depth 
image with following features: sequence name ('fall-
01','adl-01' etc.), frame number, label - '-1' means 
person is not lying, '1' means person is lying on the 
ground; '0' is temporary pose, when person "is 
falling", HeightWidthRatio - bounding box height to 
width ratio, MajorMinorRatio - major to minor axis 
ratio, computed from BLOB of segmented person, 
BoundingBoxOccupancy - ratio of how bounding box 
is occupied by person's pixels, MaxStdXZ - standard 
deviation of pixels from the centroid for the abscissa 
(X axis) and the depth (Z axis), respectively, 
HHmaxRatio - human height in frame to human 
height while standing ratio, H - actual height (in mm), 
D - distance of person center to the floor (in mm), P40 
- ratio of the number of the point clouds belonging to
the cuboid of 40 cm height and placed on the floor to
the number of the point clouds belonging to the
cuboid of height equal to person's height.

B. Experimental setup

In [3], the authors came to the conclusion that the
fall detectors using only inertial sensors generate too 
much false alarms. This means that some daily 
activities are erroneously signaled as fall, which in 
turn leads to frustration of the users. Therefore, the 
authors train the SVM model to classify the position 
of a person in the frame (person is lyings / is'n lying) 
based on the extracted features of the depth maps to 
confirm the SVtotal accelerometer indicators. 

In this paper, we explore the possibility of 
combining accelerometer records and features 
extracted from depth maps. 

The first approach to training the model was based 
on the assumption: if a person in the frame is in a 
horizontal position (i.e., person is lying), it is 
necessary to determine whether this is a consequence 

of a fall or not. To do this, we select frames from the 
video records on which a person is lying according to 
the label attribute, and the corresponding values of the 
remaining attributes. From the accelerometer records 
we take the  SVtotal  value corresponding to the 
numbers of the selected frames for each video 
recording. We took only HeightWidthRatio from all 
the features of depth maps, since it is this indicator 
that allows us to determine the position of a person in 
the frame (lies / does not lie). The described sequence 
of actions was applied separately to the datasets for 
fall and for adl. Thus, we got a labeled dataset 
consisting of the following fields:  SVtotal, 
HeightWidthRatio, label (-1: not fall / 1: fall). After 
balancing the data, we got 903 records for each class. 
Visual analysis showed that with this approach to data 
generation, the classes are strongly mixed with each 
other. This is also confirmed by the modeling results: 
the best trained SVM model with ‘rbf’ kernel showed 
an accuracy of only 75% on 10-fold cross-validation. 

The second approach to analyzing the dataset was 
to consider each feature of depth maps and 
accelerometer readings in the sequence in which they 
were measured, i.e. like time series. And construct 
new significant features for these time series. For this 
purpose, the library tsfresh [7]  was used. It allows to 
extract over 1200 features from time series. Tsfreash 
contains a feature selection method that evaluates the 
importance of the different extracted features. To do 
so, for every feature the influence on the target is 
evaluated by an univariate tests. Those tests generate 
p-values that are then evaluated by the Benjamini
Hochberg procedure to decide which features to keep
and which to delete [8]. It was visually determined
that the HhmaxRatio, H, D, P40 signs are practically
identical for the two classes, so they were removed.
For the remaining features  Svtotal, HeightWidthRatio,
MajorMinorRatio, BoundingBoxOccupancy and
MaxStdXZ, 824 new significant features were
generated using tsfresh. Thus, we got a dataset with a
dimension of 70 by 824 (70 is the number of videos,
824 is the number of new significant features). On
these data, models of SVM, decission tree and random
forest were trained, with the selection of parameters
according to 10-fold cross-validation, 1st Model Table
I. The best result was shown by the SVM model with
a 'linear' kernel (based on normalized data), the
numbers of support vectors are 9 and 7 for two
classes, respectively, 1st Model Table I. Moreover, the
Decision Tree model almost accurately classified the
data using only two features: the average, absolute
value of consecutive changes of the series SVtotal

inside quantile corridor [0.0, 1.0] and the absolute
value of zero coefficient of  the one-dimensional
discrete Fourier Transform for MaxStdXZ by fast
fourier transformation algorithm [10].
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If we leave only the  SVtotal  and HeightWidthRatio 
features and generate new significant features with 
tsfresh, then we get data with dimensions 70 by 434. 
The best model was 'linear'  SVM model, the numbers 
of support vectors are 8 and 7 for two classes, 
respectively, 2nd Model Table I.  

TABLE I. EXPERIMENT RESULTS for FALL DATASET [3] 

Trained 

Models 

Models Accuracy 

1st Model 2nd Model 

Train acc. Test acc. Train acc. Test acc. 

SVM, ‘linear’ 

n_support 

1.0 

[9, 7] 

1.0 1.0 

[8, 7] 

1.0 

SVM, ‘rbf’ 

n_support 

0.86 

[17,16] 

1.0 1.0 

[16, 12] 

1.0 

Decision Tree 0.98 1.0 0.98 0.86 

Random 

Forest 

0.91 1.0 1.0 0.93 

III. FALL DETECTION MODELS BASED

ON VIDEO RECORDS 

A. Dataset description and preprocessing

Obviously, using only video cameras is a more
convenient and less expensive way of monitoring. As 
the second fall detection dataset we take one collected 
by the Imaging and Artificial Vision laboratory 
(ImViA) [9]. ImViA has been developing an 
architectures for specific vision and visualization 
systems and  new applications in medical imaging 
unconventional imagery for robotics and scene 
reconstruction and analysis. ImViA fall detection 
dataset was collected in realistic video surveillance 
setting using a single camera. The frame rate is 25 
frames/s and the resolution is 320×240 pixels.  Video 
sequences contain variable illumination, and typical 
difficulties like occlusions or cluttered and textured 
background. The actors performed various normal 
daily activities and falls. The dataset contains 191 
videos that were annotated, for evaluation purpose, 
with extra information representing the ground-truth 
of the fall position in the image sequence. Each frame 
of each video is annotated: the localization of the body 
is manually defined using bounding boxes. This 
annotation allows to evaluate the classification features 
independently from the automatic body detection. 

Typically, they use several available datasets for 
fall detection, use the same location for detection and 
training. Thus, it does not allow the use of methods to 
change the position between the training data and the 
data for testing. To gauge this reliability, the dataset 
contains videos from different locations that allow 
multiple assessment protocols to be defined (Home, 
Coffee Shop, Office, and Lecture Hall). 

It was visually determined that most of the videos 
are around 300 frames in length. Therefore, it was 
decided to select data with a length of no more than 
350 frames and bring all records to a length of 300 
values. Longer recordings were truncated to a size of 
300, and shorter ones were supplemented with a 
repetition of the twentieth value from the end, to 
preserve the dynamics in the recording values. 

It should be noted that out of 191 videos, only 112 
were annotated and only 87 passed the validation test. 
Out of 87 records, 13 records are “without falling” 
records, the rest are records “with falling”. After data 
transformations, there were 11 records “without 
falling”. The number of records “with falling” and 
“without falling” had to be balanced, and after that 
there were 23 records left for training. 

In annotation records, the first two lines indicate 
the presence or absence of a drop in the record. Thus, 
if the first number in the record is zero, then the 
record refers to records without falling. In other cases, 
the fall is present. 

After determining the label of the record and 
bringing to a single size, all record values complement 
the object containing the values of all records. After 
performing labelling of all records, the object with all 
values is exported to a file for further work with data. 

Fig. 1. The speed of the frame movement for each frame 

 Fig. 2. HeightWidthRatio values interpolation 

Further, for each record and each frame, two new 
features were calculated: HeightWidthRatio - the 
value of the aspect ratio of the bounding box, 
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converted from the lengths of the frame sides, and 
BoundingBoxSpeed - the speed of the frame 
movement for each frame, converted from the frame 
coordinates, Fig. 1. HeightWidthRatio values greater 
than 10 were replaced by 0 and later have been 
reconstructed using interpolation, Fig. 2. 

B. Model setup

First, experiments were carried out using the
LSTM neural network. The length of the LSTM input 
sequence was 300 elements, training was carried out 
on selected data (as described above) using the Adam 
optimization method, with control of the loss function 
based on binary cross-entropy. As a result, a trained 
neural network based on cross-validation data using 
batch normalization gave an average accuracy of 0.83. 

Next, we used the second approach, described in 
the previous paragraph, to generate new significant 
features for the HeightWidthRatio and 
BoundingBoxSpeed time series using the tsfresh 
library. As a result, a dataset of 23 by 64 dimensions 
was obtained, where 23 is the number of records, 64 is 
the number of features, 1st Model Table II. Both 
'linear' and 'rbf' SVM achieved train and test accuracy 
1.0, but a 'linear' classifier is preferable, since the 
number of support vectors in both classes equals 1, 
which indicates a good generalizing ability of this 
model. The decision tree unmistakably classified the 
data according to only one feature X0 -  means the 
average, absolute value of consecutive changes of the 
series HightWidthRatio inside the quantile corridor 
[0.2, 0.8], Fig.3. Further, leaving only the X0 feature, 
similar results were obtained, 2nd Model Table II. 

Fig. 3. Decision Tree classifier 

TABLE II. EXPERIMENT RESULTS FOR FALL 

DATASET [9] 

Trained 

Models 

Models Accuracy 

1st Model 2nd Model 

Train acc. Test acc. Train acc. Test acc. 

SVM, ‘linear’ 

n_support 

1.0 

[2, 3] 

1.0 1.0 

[1, 1] 

1.0 

SVM, ‘rbf’ 

n_support 

0.86 

[5,3] 

1.0 1.0 

[3, 1] 

1.0 

Decision Tree 1.0 1.0 1.0 1.0 

Random 

Forest 

1.0 1.0 1.0 1.0 

Analysis of more complex algorithms using the 
detection of key points of a person and training 
classifiers to fix the fall of the elderly [11] has not 
been carried out, since this technique requires rather 
high computational costs when processing video 
recordings.  

IV. CONCLUSION

A method for controlling the fall of the elderly 
with the application of computer vision procedures 
has been proposed. The use of neural networks 
(LSTM structure) for the fall determination  allowed 
to achieve 83% of the  average classification accuracy.  

 The result obtained can be mainly explained by a 
rather small amount of the training data, remaining  
after the preparation phase. The approach to the fall 
control, using the full set of secondary parameters 
obtained with tsfresh library, allows to perform a 
linear separation of classes and achieve accuracy and 
precision close to 100%. The application of the 
tsfresh-based technology with only 2 secondary 
features associated with the ratio of bounding box 
parts, covering the person, and its movement speed 
allows to separate classes linearly  with an accuracy of 
more than 93%. The efficiency of the tsfresh-based 
technology  was confirmed on samples from 2 
datasets: UP-Fall detection dataset and ImViA fall 
detection dataset. It is obvious that the method 
proposed has a lower computational complexity and 
achieves no less accuracy in comparison with known 
approaches. Further it can be improved by increasing 
the number of video cameras and/or additional sensors 
for the multimodal  detection. It should also be noted 
that the analysis was performed on the abbreviated, 
normalized and balanced part of the ImVia dataset. 
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Abstract. In this work we investigate the generative 

adversarial nets for classification problem of 

identification expertise in Chemistry. The identification 

expertise problem is challenging for classification 

because of complex structure of classes, outliers and 

cross-classes. The generative-adversarial nest for semi-

supervised learning (GAN-SSL) is proposed for complex 

classification problem. The training samples are partially 

labeled for the semi-supervised tasks. Two groups of 

experiments were carried out. The first group of 

experiments for the model dataset that consist of classes 

of points normally distributed about vertices an eight-

dimensional hypercube. The second groups of 

experiments for the petrol identification expertise dataset 

we get from laboratory of petrol quality. The 

experiments with good model examples get good quality 

more than 99%. The classification model for petrol 

identification expertise was created and has 93% quality 

but convergences training much worse. In this work we 

use GAN-SSL classification on petrol identification 

expertise example, but this classification model can be 

used for diesel fuel, household chemicals items, different 

oils and for various other objects.  

Keywords: GAN, classification, identification 

expertise, semi-supervised learning 

I. INTRODUCTION

Proposed in 2014 by Jan Goodfellow [1] generative 
adversarial nets in [2] were improved for classification 
problems using semi-supervised learning. In semi-
supervised learning is used unlabeled data for end-to-
end learning of classifiers. The training samples are 
partially labeled for the semi-supervised tasks. 

The identification expertise problem in Chemistry is 
formally seems as a classification problem [3]. In our 
previous works was proposed fuzzy portrait method for 
identification expertise of petrol [4], [5]. The quality of 
received models heavily dependent on available data. 
The specific problem for identification expertise is a 
very few of items for some classes, for example 
15 items. If we consider objects of each class as 
elements of a certain probability distribution, we don`t 
have enough items to get good classifier. The 
representation of samples set is not good enough. The 
main idea is to use semi-supervised learning to 

overcome our limitations with datasets using generative 
adversarial nets for semi-supervised learning (GAN-
SSL). The work is aimed at research of novel state-of-
the-art GAN-SSL classification method.   

II. RELATED WORKS

GAN publications have increasingly focused on the use 
of class labels. The first multiclass inference strategy for 
GAN was developed in [6], where the number of outputs 
of the discriminant classifier is equal to the number of 
classes, and training is carried out both on unmarked and 
partially marked data. Such a network is called categorical 
generative adversarial network (CatGan). 

The most interesting for identification expertise 
classification problem is proposed in [2], [7] 
classification model. The number of outputs of the 
discriminator corresponds to the number of real classes 
and one more for the fake class, produces by generator. 
This strategy is good working for semi-supervised 
learning using the GAN loss functions.  

In [8] proposed novel approach to semi-supervised 
learning on graphs – GraphSgan. Generator and 
classifier play a novel competitive game, when 
generator generates fake samples. This idea can help in 
identification expertise to find counterfeit items.   

There are some papers where classical GANs 
architectures, like DCGAN and PGGAN using for 
classification [9]. The generator is training to produce 
realistic chest X-ray images and lymph node histology 
images. These images add to training data sets for 
classical convolutional net.  

III. MODEL FRAMEWORK

A. Problem Definition

We consider petrol identification expertise as
classification problem. We should identify the petrol 
producer and mark by a sample of petrol with solving 
the classification problem.   

We have in our consideration ten classes of objects 
grouped by producer and mark parameters. We use eight 
features: research octane, motor octane number, density, 
volume fraction of olefinic hydrocarbons, benzene, 
toluene and mass fraction of methanol and of oxygen. 
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The identification expertise problem belongs to 
sensitive to negative examples problem. The reason is 
the frequent cases of falsification of identification 
objects, when the composition of the product partially 
changes when using cheaper substitutes and additives. 

B. GAN-SSL Architecture

We used GAN-SSL architecture proposed in [2].
GAN architecture includes two networks: generator and 
discriminator neural nets. The goal of model training is to 
train a generator G(z) that produces samples from the data 
distribution pdata(x) by transforming vector of noise z as 
x =G(z). The discriminator is training to distinguish real 
data from the generator distribution pdata(x). For GAN-
SSL architecture discriminator is changed to standard 
K-classes classifier. We do semi-supervised learning with 
any standard classifier by adding samples from the GAN 
generator to data set and add K+1 class to classifier for 
these samples labelled like “generated fake”. 

Both discriminator and generator in GAN-SSL 
network are multiple layer perceptrons. The generator 
takes noise z from uniform distribution on the interval 
[0,1) as input and outputs fake samples having the 
similar shape as x. Batch normalization is used in 
generator [10]. It is used weight normalization trick [11] 
before output layer in generator. There are three layers 
in the generator. 

Discriminator consists of six linear weight norm 
layers based on weight normalization trick too. It is used 
additive Gaussian noise in every layer before output for 
smoothing purpose in the training mode only.  

The discriminator takes in object feature vector x as 
input and outputs K-dimensional vector of logits {l1, …, 
lK} and one more input for “generated fake” class. Then 
we can use softmax activation function to get class 
probabilities pmodel(y=j|x)=exp(lj)/sum(exp(lk)). In 
practice, we only consider the first K outputs and 
assume the output for “generated fake” class is always 
0 before softmax, because subtracting identical number 
from all units before softmax does not change the 
softmax results.  

The number of neurons in hidden layers depends on 
identification expertise dataset and can be modified 
corresponding to velocity of problem. The discriminator 
must be more powerful than the generator and powerful 
enough for specific task. Denote the base number of 
neurons as Nbase for experimental result section. It 
means, that there are Nbase neurons in layers of generator 
and 2Nbase, 2Nbase, Nbase, Nbase, Nbase, respectively in layers 
of discriminator. 

The optimal discriminator in GAN-SSL is expected 
to be perfect on labeled and unlabeled data, but the 
generator will be always imperfect [12].  

C. Learning Algorithm

There are two techniques to improve the training of
GANs proposed in [2]. We use feature matching 
technique that addresses the instability of GANs by 
specifying a new objective for generator that avert it 
from overtraining on the current discriminator. We 
don`t use minibatch discrimination in our work because 
it further improves the generator examples that is not 
necessary for identification expertise problem. 

The loss function for discriminator consists of two 
components: supervised Lsupervised and unsupervised 
Lunsupervised loss functions [2]: 

Lsupervised=Ex,y~pdata(x,y)log[D(x)], (1) 

Lunsupervised=–Ex~pdata(x,y)log[D(x)] – 

–Ez~noiselog[1-D(G(z))],  (2) 

where Ex,y~pdata(x,y) is expectation of labeled data, 
Ex~pdata(x,y) is expectation of unlabeled data, Ez~noise  is 
expectation of noise, D(x) is output of discriminator 
applying softmax, G(z) is output of generator. 

The output of discriminator layer before softmax we 
denote as f(x) function that uses in new objective 
function for generator: 

Lgen=||Ex~pdata(x,y)f(x) –Ez~noisef(G(z))||L2,    (3) 

where Ex~pdata(x,y) and Ez~noise like in (2), ||f||L2 is L2 norm. 

We use minibatch stochastic Algorithm 1 to train 
generator and discriminator iteratively minimizing their 
losses. 

Algorithm 1: Minibatch stochastic gradient descent 

training of GAN-SSL for identification expertise.  

Input: X1
unlabeled- identification objects dataset – 

shuffled unlabeled data set #1 

X2
unlabeled- identification objects dataset – 

shuffled unlabeled data set #2  

Xlabeled- identification objects dataset for 

supervised learning; y – labels of classes 

correspond to pare (producer, mark of 

petrol)  

Make X1
unlabeled, X2

unlabeled, Xlabeled  equal length datasets 

by folding Xlabeled 

for number of epochs do 

Sample minibatch from X1
unlabeled

Sample minibatch from Xlabeled

Sample minibatch from noise prior pg(z) 

Update the discriminator by descending 

gradients of losses: 

L=Lsupervised+Lunsuprvised 

Sample minibatch from X2
unlabeled

Sample minibatch from noise prior pg(z) as 

G(z) 

for 2 steps do 
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Update the discriminator by descending 

gradients of losses: 

L = Lgen

end for 

end for 

The gradient-based updates can use any standard 

gradient-based learning rule. We use Adam, based 

on adaptive estimates of lower-order moments [13]. 

We train the model for different power of the 
generator and discriminator adjusting base neuron 
parameter Nbase.  

IV. EXPERIMANTAL RESULTS

We use GAN-SSL for two classification problems 
with the same numbers of features and classes to 
compare and analyze the speed and quality of training 
GAN-SSL. First one is model examples, but second is 
real petrol identification expertise problem with cross-
classes and outliers. 

The model data set consist of classes of points 
normally distributed about vertices of eight-
dimensional hypercube. These data have the same 
objects in every class and easy for classification. The 
total number of objects is 5000, of which 100 labeled 
examples of an equal number from each class.  

The visualization of training for experiments with 
model dataset is presented in Fig. 1. The x-axis shows 
the number of epochs. The model 1 dataset consists of 
10 normally distributes classes, and the model 2 consist 
of classes with two normally distributed clusters for 
every class. The 1% of object is outliers for every 
models. The number of neurons Nbase in the third 
example “weak net” is 15, in the rest – 25.  

The petrol identification expertise data we get from 
laboratory of petrol quality. There are different number 
of objects in classes from 72 in smallest to 671 in the 
most popular. We use only 100 labeled examples for 
training. The total number of objects is 6710, of which 
100 labeled examples of an equal number from each 
class. 

We train three GAN-SSL networks with different 
Nbase parameter for network architecture: 25, 35 and 45. 
The visualization of training is presented in Fig. 2. The 
x-axis shows the number of epoch. 

The experiments with good model examples get good 
quality more than 99%. The training process for the model 
data was fairly stable, without sharp fluctuations. 
Expectedly, training was fastest on model 1 data. The 
GANs with Nbase equal to 25 train better than for weak net, 
where the base number of neurons is equal to 15. The 
generator loss Lgen grows corresponding to imperfect 
quality of generator, which was substantiated in [12]. 

Fig. 1. Visualisation of training process for model datasets: simple 

model 1 with 10 normal distributed classes, model 2 has two 

normal distributes clusters in every class: a) supervised loss (1),  

b) unsupervised loss (2), c) validation of model with respect to

testing data, d) generator loss (3) 

Fig. 2. Visualisation of training process for petrol dataset 

for different Nbase:25, 35 and 45  a) supervised loss (1),  

b) unsupervised loss (2), c) validation of model with respect

to testing data, d) generator loss (3) 

But for heavy practical real-world examples training 
GAN-SSL is very difficult. This is due to one big 
problem for GANs: they convergence very unstable. 
We can`t get more than 93%. 

99

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



The training was performed for a different base 
number of neurons Nbase: 25, 35 and 45. The power of 
the generator and the discriminator must be selected to 
be the best for the problem of a given dimension, since 
it can be seen that an overly complex neural network 
can train unstable. The base neuron parameter for petrol 
identification problem is selected as 35 neurons. 

The total experiments result presents in Table I. 

TABLE I. EXPERIMENTAL RESULTS 

Base number 

of neurons 

Accuracy Epochs 

Model 1 dataset 

25 0.999 30 

Model 2 dataset 

15 0.977 52 

25 0.997 27 

Petrol dataset 

25 0.883 200 

35 0.934 150 

45 0.906 300 

The good situation if we have half of labeled data in 
whole quantity. But the part of labeled data in data set 
can be small enough if there are no good labeled objects 
in consideration. 

V. CONCLUSIONS

In this research we investigate the GAN-SSL 
performance for identification expertise classification 
problem. This work has showed that GAN-SSL 
classifiers converge quickly and have good model 
quality for good normal distributed classes with the 
same number of examples. The classification model 
for petrol identification expertise was created and has 
93% quality but convergences training was much 
worse. The number of neurons Nbase needs to be 
adjusted.   

The identification expertise problem is challenging 
for classification because of complex structure of 
classes, outliers and cross-classes. In future work we 
plan to use the “generated fake” examples to generate 
missing data to reconstruct certain probability 
distribution pdata of difficult for classification classes. 

In this work we use GAN-SSL classification on 
petrol identification expertise example, but this 

classification model can be used for diesel fuel, 
household chemicals items, different oils and for 
various other objects. 
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Abstract. Security-by-design as adoption of security 

solutions for a system design is in focus of this work. 

This field is treated as requiring expert knowledge and 

heavy for automation. A perspective way to improve 

exiting security design methodologies is the use of 

security patterns as a mechanism of collecting secure 

design artifacts. To apply security patterns as a part of 

automation of secure design, it requires well-formed 

collections of security patterns and innovative method to 

support the design decisions. 

This work considers a contextualizing challenge as a 

way to define the necessity of a security pattern in a 

given case. Understanding of context includes two main 

questions: "Is the security pattern suitable for a system 

design?" and "Does the security pattern affect a 

particular security challenge?". 

We approach a direct architectural contextualizing 

as a basic mechanism of automatic mapping of security 

artifacts (threats, security solutions) to components of a 

computer system during early design stages 

(requirements, design). Also, this work describes two 

use cases of the architectural contextualizing based on 

an ontological cloud threat pattern catalog: the use of a 

query language for finding relevant security patterns 

and analysis of graphical system representations based 

on an ontology driven threat modeling. 

This work uses a strict ontological approach, 

implemented with Web Ontology Language (OWL) and 

automatic reasoning procedures. 

Keywords: security pattern, ontology, contextualizing, 

threat modeling, OWL 

I. INTRODUCTION

Security methodologies solve various challenges of 
secure development by improving security attributes of 
computer systems [1]. They describe security as a set 
of processes (threat modeling, risk management, 
secure design, etc.) and operate different artifacts 
(threats, controls, mitigations, metrics etc.) of 
conceptual security models. 

Security-by-design is in focus of this work, i.e., 
adoption of security solutions to a particular design. 
This is commonly considered as an informal field, 
required expert knowledge, and it is most challenged 
from the automation point of view. They need well-

formed collections of artifacts, also methods and 
algorithms to take right decisions. 

Security patterns are known as a way of 
representation of various security artifacts (especially 
holding architectural decisions in some form) and 
reusing them. They are important in improvement 
efficiency of security methodologies: making the 
process iterative, and integration of the threat modeling 
and the secure design subprocesses. The common 
approach is to use different artifacts at early lifecycle 
stages: use cases and abstract security patterns at the 
requirements stage, and threat taxonomy and concrete 
security patterns at the design stage. Note, dealing with 
threats can also be possible with a special kind of 
security patterns, called threat patterns. 

A security pattern is considered as a class, and 
applying it to a design is called 'instantiation'. Having a 
description (texts, diagrams, artifacts) of a system with 
flaws and vulnerabilities, it requires to correct items of 
the description from security perspective, injecting 
adequate security patterns. Instantiation as a 
complicated process is out of scope of this work, as 
well as its possible supplementary processes like 
integration and verification [2]. 

All the things that define the necessity of the 
pattern in the design we call 'contextualizing' in this 
work. Understanding of context includes two main 
questions: "Is the security pattern suitable for the 
system design?" and "Does the security pattern affect a 
particular security challenge?". 

Contextualizing can be done manually (semi-
automatically) or automatically. 

Manual (semi-automatic) use case is like: an 
architect works with a system architecture, depicted as 
text or as a graphical notation, like UML. To help the 
architect to choose a pattern (or an ordered set of 
patterns) out of several hundred existing, a security 
pattern catalog can be used. The catalog can contain 
different labels and some sort of a query language can 
be used to find relevant patterns. 

Automatic use case is based on a formal scenario 
that describes a computer system in general, the 
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scenario is used to build the system automatically by 
an orchestration system software. To analyze security 
aspects of such applications it could be useful apply 
automation, which allows to correct the deployment 
scenario by automatic implementation of a relevant 
security pattern, or automatically check dependent 
components for meeting of requirements of current 
application's SLA. Advanced knowledge management 
techniques and the Artificial Intelligence (AI) 
technologies should be used to implement the 
automatic use case. 

This work considers essential items of 
contextualizing, and contributes by a description of a 
direct architectural contextualizing as a basic 
mechanism of automatic mapping of security artifacts 
(threats, security solutions) to components of a 
computer system during early design stages. It is a 
part of an ontological schema of security patterns, 
based on a strict ontological approach and 
implemented with Web Ontology Language (OWL) 
and automatic reasoning procedures. 

Also, this work describes two use cases of the 
architectural contextualizing based on an ontological 
cloud threat pattern catalog. The first use case shows 
the usage of query language for finding relevant threat 
patterns. The second one depicts the analysis of a 
simple graphical system representation with data flow 
diagrams (DFD) based on an ontology driven threat 
modeling. 

The rest of this work is structured as follows. 
Section II shows related works in the threat modeling 
and security pattern fields. Section III describes the 
direct architectural contextualizing. Section IV 
illustrates its use cases. And a summary of the results 
and future research is discussed in Conclusions. 

II. RELATED WORK

Traditionally, threat modeling is considered as a 
semi-automatic process, happening at early stages 
(requirements, design) of system lifecycle. A challenge 
is to increase its automation part, because this gives 
opportunities to enable automatic contextualizing. 
Also, moving of threat modeling to run-time with 
approaches like reflective threat modeling [3] is in 
research focus now, these will require advanced 
knowledge management techniques. That is another 
reason for importance of the contextualizing challenge 
in automatic threat modeling. 

Existing efforts of the contextualizing of common 
security knowledge are primary based on rule-based 
languages, graphs, domain specific languages (DSL), 
logics, and ontologies. 

Work [4] has proposed to use a catalog of security 
patterns to automatically detect vulnerabilities in a 

software architecture. Their patterns have been defined 
with a graph language, and context should be 
determined by appropriate query rules. Several works 
[5, 6] are known as a continuation of use of rule-based 
languages to automate threat modeling. 

Works [7, 8] have described efforts to apply a meta 
language for creation of domain specific languages to 
depict security challenges and its enhancement for 
cyber-attack scenarios, in particular with probability 
distributions. They have used attack graphs as 
implementation. 

Work [9] has applied a bit of logic-based approach 
with Prolog based rules to define context. 

Also, there are works that have described an 
ontological approach of conceptual structures of 
security frameworks [10, 11], in particular focused on 
the threat modeling [12, 13]. 

From our perspective, ontologies based on strict 
formalization (e.g., OWL and automatic reasoning) 
most meet the automation challenges of the threat 
modeling. Work [14] has described a framework of 
ontology driven threat modeling that potentially 
supports contextualizing based on security labels (CIA, 
STRIDE) and architecture. 

Despite collecting the security patterns for decade 
[15, 16], several challenges of their use exist, like lack 
of approaches to recognize necessity of security 
patterns for a computer system design. There are 
diverse researches aimed at formalizing security 
patterns and creation their catalogs, and most of 
patterns are represented by the UML diagrams with 
text descriptions in the POSA format (at least it 
requires to fill the context, problem and solution 
fields). So, it can be considered two directions of 
research, related to contextualizing: both 
transformation of the diagrams and ordering of the 
textual meta information into knowledge-like formats 
(graphs, ontologies, etc.). 

Work [17] has approached a security pattern 
classification, based on transformation of the UML 
descriptions to the Attack Deference Trees (ADT). 
Work [18] has described a security pattern detection 
framework in order to put them in a security pattern 
graph database. 

Work [19] has proposed a modeling language to 
define security patterns based on metamodeling 
techniques. And work [20] has described a conceptual 
approach of interconnecting various pattern languages. 

There are several researches, aimed to classify 
metadata of security patterns [21], up to creation of 
ontology-driven tools [22]. 
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And several catalogs [23, 24] and domain specific 
models [25, 26] of security patterns have been 
developed. 

However, it can be argued that lack of efforts exists 
in order to unite the threat modeling technologies and 
security pattern approach, also apply different automatic 
techniques and methods into the secure development 
process. And resolving of the contextualizing challenge 
can be a step forward in this field. 

III. DIRECT ARCHITECTURAL CONTEXTUALIZING

Direct architectural contextualizing is a part of the 
ontological schema of security patterns [22]; the 
schema also represents common features of patterns, 
like idea, author, type, their hierarchy and relationship, 
and a set of characteristics used by the scientific 
community. 

The ontological schema, implemented with OWL, 
allows creation of well-formed catalogs of security 
patterns. From architectural point of view a catalog 
includes two items. 

First item is a metamodel of given domain with a 
hierarchy of typical components, implemented by the 
class-subclass relationship (for example, our cloud 
specific catalog, described below, includes 
components like Cloud Infrastructure, Cloud 
Application, Remote User; and Cloud Applications can 
be divided to Virtual Machines, PaaS Applications, 
and SaaS Applications). 

Second item includes strict descriptions of security 
patterns with the security and context labels. 

Note, architectural context is independent from 
pattern type, so it can be possible to apply the same 
approach to the security patterns, misuse patterns and 
threat patterns. 

Fig. 1. Structure of direct architectural context 

For example, it is considered interaction between 
remote user and cloud application (see Fig. 2) and it 
requires to put into context a security pattern that 
affects some destructive activity from remote user. In 
this case remote user is treated as an aggressor, and 
cloud application is an affected component. 
Additionally, it can be possible to apply role of the 

aggressor (client) in order to keep information about 
direction of the network connection. 

Fig. 2. Context example 

And, in addition, it can be possible to apply 
security characteristics of the pattern. In general, this 
includes two points of view (Fig. 1): view of a security 
expert, represented by the threat concept, and view of 
an architect, represented by the security concern 
concept. 

Depending of modeling goals different approaches 
can be used to define security labels. Threat taxonomy 
can be built from the CAPEC enumeration, what gives 
capability to map them with the ATT&CK, CWE, 
CVE enumerations [27, 28]. or use one of several 
original approaches [29, 30]. 

Security concerns are considered as security 
features that a security pattern holds in terms of 
software requirements. It can be useful to consider 
security control families from the NIST SP 800-53 
publication as security concerns. In theory this enables 
mapping of security pattern catalogs with different 
security control catalogs [31, 32]. 

Also, the common security labels are used via the 
security objectives (CIA) and STRIDE concepts 
(Fig. 1). 

Having a set of architectural (component, 
aggressor, role) and security (concern, threat) labels, it 
can be possible to make requests to a catalog in order 
to find relevant patterns. Also, strict contextualizing 
enables automatic procedures of comparing design 
templates, created from the architectural labels, and 
items of system description, made in some graphical or 
text notation, in order to define applicability of a 
security pattern. 

IV. CLOUD COMPUTING USE CASE

Currently, creation of a security pattern catalog 
includes two stages. Firstly, an ontology, based on the 
schema [22], should be created to describe concepts 
and instances of a specific computing environment. 
Then a JSON-schema file from the ontology can be 
generated by a simple tool. Secondly, pattern 
descriptions can be created as JSON files with a 
JSON-schema based editor. The simple tool allows 
generating of an ontology of security patterns from the 
pieces of JSON. 

We have been developing the Academic Cloud 
Computing Threat Patterns (ACCTP) catalog [33] 
(https://nets4geeks.github.io/acctp/) to research 
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feasibility of the ontological approach of management 
of security patterns. Threat pattern catalog is a kind of 
security pattern catalog, intended to collect 
architectural threats of a particular domain and used 
for analysis of security use cases and creation of a 
threat taxonomy. Our implementation of ACCTP has 
also included references to the common cloud security 
solutions to make it more close to the real security 
challenges. 

A. Finding relevant threat patterns

To illustrate this use case, we use the Protege
ontology editor and the DL query language. For 
example, to show all the threats the Cloud 
Application concept can be affected, you can use a 
DL sentence like: 

hasAffectedComponent some CloudApplication 

To apply the STRIDE filter to the previous query, 
you can use request (its results are shown in Fig. 3): 

hasAffectedComponent some CloudApplication and 
hasSTRIDE value STRIDE_Denial_of_Service 

Fig. 3. Example of DL query 

B. Analysis of graphical system description

Several graphical notations, like data flow diagrams
(DFD) and process flows exist that be used to apply 
flow-based threat modeling. 

In order to enable an ontological approach of 
DFD analysis, we have converted the ACCTP 
ontology to an appropriate ontological domain 
specific threat model [33], we have created a console 
modeling tool, and adopted third-party GUI threat 
modeling tool (OWASP Threat Dragon). The 
ontologies of a base threat model, the ACCTP 
domain specific threat model, and semantic 
interpretation of a diagram should be processed by 
automatic reasoning procedures to get a list of threats 
for a given system description. 

Fig. 4 shows threats that touch remote cloud users, 
interacting with a cloud application. Threats are taken 

the catalog by the automatic reasoning procedures, and 
this 'automatic' decision is based on a sort of an 
ontological flow template that catches such kind of 
interactions. 

Fig. 4. Results of automatic threat modeling 

V. CONCLUSION

This work contributes the direct architectural 
contextualizing as a basic mechanism of automatic 
mapping of security artifacts (threats, security 
solutions) to components of a computer system during 
the requirements and design stages. It can be possible 
strictly define a context of a security (threat) pattern 
with proposed properties. However, direct 
contextualizing is a naive approach that can be used as 
a proof of concept and for restricted use cases of semi-
automatic secure design. To extend it, advanced 
knowledge management and decision support (AI-
like) technologies are needed. Additionally, the 
challenge of automatic instantiation should be 
considered because strict contextualizing depends on 
such a challenge. 

Also, this work describes the use cases of the 
contextualizing based on an ontological cloud threat 
pattern catalog (use of a query language and ontology 
driven threat modeling of data flow diagrams). Note, 
industry adoption of the use cases requires creation of 
software tools and modules, and redesign of existing 
security methodologies in order to integrate threat 
modeling and design itself (DFDs are not considering 
as a good design approach). 

Mentioned above challenges form possible 
directions of future research. 
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I. INTRODUCTION

Investigations in the sphere of intellectual agents and 
multi-agent systems have a long history and nowadays 
became one of the intensive developing directions in 
artificial intelligence. However, interest for these 
investigations increased significantly in last ten years. 
Multi-agent systems are able to combine different 
elements of artificial intelligence, distributed 
information systems and computer networks. Multi-
agent system is as a set of intelligent agents searching 
for data and procedures suitable for solving user's tasks 
and collaborating in the process of developing these 
solutions. Multi-agent systems include many different 
components with difficult architecture, variety of 
mathematical methods and software used, multiple 
variants of interaction between agents and variety of 
factors of the external environment in which agents 
operate. 

The target of this research is to consider theoretical 
bases of multi-agent systems developing and to show 
practical example of multi-agent system realization by 
means of JADE platform. 

II. THEORETICAL BASES OF MULTI-AGENT SYSTEMS

According to the work [1], the term “intellectual
agent” arose primarily due to the need of simplifying of 
interaction between user and software. Later, the 
concept of “autonomous agent” appear, which means 
that instead of interacting with the program by calling 
commands and directly manipulating, the user has an 
ability to jointly solve the process. With this approach, 

the user and the computer agent jointly influence the 
event management and problem solving, and jointly 
launch it. In this approach, when the computer agent 
interacts with the user in one environment, the term 
"personal assistant" [1, 2] is used, which nowadays 
replaced with the term “intellectual agent”. The term 
“agent” has the following generalized definition: “An 
agent is a system that exists in a certain environment and 
it is part this environment. The agent influences the 
environment when performing its own tasks and this 
environment affects agent. Thus, changes made by the 
agent in the environment are reflected in this agent in 
future” [3]. 

Agents may have a number of properties [4]: 

 autonomy – the ability to carry out the task
without the need for external intervention;

 reactivity – the ability to perceive a change in the
environment and take response actions;

 focus – the ability to carry out the assigned tasks;

 stability – the ability to restore its state after
abnormal termination;

 sociability – the ability to interact with other
elements of the environment;

 adaptability – the ability to change its behaviour
according to experience and current
circumstances;

 mobility – the ability to move in the environment;

 flexibility – the ability to change the own
behavior.

With accordance of abovementioned, multi-agent 
system (MAS) can be characterized as a set of 
individual agents acting together and therefore 
characterized by a sociability property. Working MAS 
must include additional components, in particular, 
search service. For mobile agents functioning, special 
software components (platforms) are installed on the 
hosts, which support runtime environment and 
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interactive interface between agents and hardware. 
Mobile agents transfer between network hosts in the 
process of their execution, and interact with the hosts’ 
resources and other agents. That needs solving 
additional problems in organization of mobile agent 
systems. Mobile agent system is a distributed 
application, which supports mobile agent work.  

With some degree of conditionality, research in the 
field of multi-agent systems can be divided into these 
main areas: (1) theory of agents, in which formalisms 
and mathematical methods are used to describing agents 
and their properties; (2) methods of agents’ cooperation 
(organization of cooperative behavior) in the process of 
joint task solving or at any other variants of interaction; 
(3) architecture of agents and multi-agent systems; (4)
programming languages for agents creation; (5)
methods, languages and tools of agents’
communication; (6) methods and software for agents
mobility support (agents migration over the network).
Research related to the development of multi-agent
applications and tools to support their development
technology is of particular importance. Problems of
authentication (authorization) of agents and their
security are also urgent.

III. STANDARDS OF MULTI-AGENT SYSTEMS

There are dozens of systems using mobile agents. 
For their compatibility, specifications and standards are 
worked out. There are two main standards nowadays, 
which were created by Object Management Group и 
Foundation for Intelligent Physical Agents. 

A. MASIF standard

Object Management Group Association elaborated
Mobile Agent System Interoperability Facilities 
(MASIF) [4]. The main attention paid to the 
standatization of the following problems of mobile 
agent technology: 

 agent management (programmer has a role of
system administrator and manages the different
mobile agents by means of standard operations
and methods – to create, to pause, to resume and
to finish agent);

 agent identification (standardized syntax and
semantics of agent names and agent systems
allow agent systems and agents to identify each
other, and allow clients to identify agents and
agent systems);

 typification and targeting of agent platform (an
agent cannot be transferred to another platform
if the agent system type cannot support the
agent; location syntax is standardized so agent
systems can find each other).

According to MASIF standard [5], mobile agent 
system is divided on the regions (Fig. 1). The region 
joins platforms with common permissions. It also 
includes a registry containing information about 
platforms and agents located in this region. To be 
compatible with the MASIF standard, it must 
implement the MAFFinder interface. It defines how 
agents, locations, and platforms are created, deleted, 
and transferred. 

Fig. 1. Multi-agent system organization in according 
with MASIF standard 

Platform (agent system) can create, interpret, start, 
transfer and delete mobile agents. To be compatible 
with the MASIF standard, it must implement 
MAFAgentSystem interface. It defines operations of 
receiving/transmitting, creating/deleting, interrupting/ 
resuming agents. The platform is identified by the name 
and address. The platform includes at least one location 
and a connection interface. The location provides the 
agent runtime environment on the computer. It can 
contain multiple agents at the same time. The 
connection interface implements a communication 
service, a name service, and a security service. 

B. FIPA standard

Foundation for Intelligent Physical Agents (FIPA) –
a non-profit organization established in 1996. Its main 
task is to develop specifications that determine the 
interaction of agents [6] and consider the following 
main topics: 

 agent management (the architecture of agent
platforms is unified, which include message
routing and agent lifecycle management
services);

 agent communication language (the syntax of a
language, intended to interact between agents of
different systems, is described);

 interaction with non-agent software (methods of
interaction between agent and user as well as
between agent and non-agent software are
unified by means of shells including specified
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ontology and dynamic mechanism of 
registrations); 

 agent security management (key security threats
in agent management are defined and possible
facilities of protection are described);

 mobile agent management (transmission and
start operations of agent platform are unified
which are need for mobile agent management);

 ontology service (service of support of correct
understanding of requests, messages, terms in
the subject area context is described);

 application areas (applications using agent
technology are considered, for example –
network assistant, audio- and videoconferences;
by means of them developed specifications are
tested).

Fig. 2. Multi-agent system organization in according 
with FIPA standard 

According to FIPA specifications, mobile agent 
systems consist of platforms with following 
components (Fig. 2): 

 Agent Management System (AMS) manages the
creation, removal, deactivation, restart,
authentication, and migration of agents on the
platform; it supports “white pages” service that
stores the current location of mobile agents;

 Directory Facilitator (DF) realizes “yellow
pages” service which stores agents description;

 Agent Platform Security Manager (APSM) is
responsible for implementing the security policy
at the transport level and verifying the execution
of agent management operations;

 Agent Communication Channel (ACC) uses
information from agent management system for
routing messages between agents.

IV. SYSTEMS OF MOBILE AGENTS

There are several dozens of mobile agent systems. 
Some of them (Gypsy, JADE, Ajanta, JATLite, etc.) 

were elaborated in the universities with the purpose of 
research of this technology. Other systems (such as 
ASDK, JAFMAS, etc.) exist on the library level, 
providing the programmer with only basic classes for 
implementing the main components: agents, platforms, 
interaction mechanisms and security. Independent 
systems are developed on the base of them, for 
examples MagNet and E-Commercia. Recently 
commercial systems appear, such as Gossip by Tryllian 
company, Bee-gent and Plangent by Toshiba company. 
Unfortunately, the technical documentation is not 
available for them. Some of the projects on mobile agent 
technology investigation (ARA by Kaiserslautern 
University, Mole by Stuttgart University, Odyssey by 
General Magic company, etc.) are closed nowadays. 
There are number of mobile agent systems for solving 
narrowly specialized tasks (for example, Voyager 
System by ObjectSpace company). 

V. AGENT PLATFORM JAVA AGENT DEVELOPMENT

FRAMEWORK 

Java Agent DEvelopment Framework (JADE) is one 
of the most popular agent platform. JADE project is 
developing by Telecom Italia Lab from 2000 year. 
JADE agent platform is typical middleware – software 
with a set of tools for creation and management of the 
multi-agent systems. JADE includes dynamic 
environment where JADE agents can live, class library 
which programmers can use for their own agent 
creation, and a set of graphical tools allowing to manage 
started agent activity. 

JADE platform is distributed and includes a set of 
containers. Container is a dynamic runtime environment 
for multi-agent applications in which agents exists. 
Each container can contain multiply agents. A set of 
active containers is called a platform. One of the 
containers is always the main one, all other containers 
are connected to it and registered at the time of start-up. 
Therefore, the first container at the launch of the 
platform should be the main one, and all other 
containers should be non-main containers and should 
know in advance how to find the main container on 
which they will be registered, that is, they should have 
data about the host and port. Another main container 
running anywhere in the network is another platform on 
which new regular containers can register. Fig. 1 
illustrates this concept based on an example showing 
two JADE platforms consisting of three and one 
container, respectively.  

JADE agents are defined with unique names. 
Provided that they know the names of other agents, they 
can communicate, regardless of their actual location: in 
a common container (agents A2 and A3), in different 
containers on the same platform (agents A1 and A2), or 
in general on different platforms (A4 and A5). The user 
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does not have to know how the dynamic JADE 
environment works, but he needs to run it before starting 
to execute his agents. 

Fig. 3. JADE agent platform 

In addition to the possibility of receiving 
registrations from other containers, the main container 
differs from the usual container in that it contains two 
special agents, which are launched automatically 
simultaneously with the container:  AMS and DF. 

JADE provides the programmer with following 
main facilities: (1) FIPA-compliant agent platform, 
including AMS and DF components which 
automatically activate when platform start; (2) 
distributed agent platform where agents are executed as 
Java-flows, live in containers, and only one Java-
application and Java Virtual Machine can be run on 
each host; (3) multi-threaded execution environment 
with two-level scheduling; (4) object-oriented 
programming environment; (5) library of ready-to-use 
interaction protocols; (6) graphical user interface for 
management of several agents and containers from 
remote host; etc. 

VI. PRACTICAL EXAMPLE OF MULTI-AGENT

APPLICATION 

Let us consider the example of trading multi-agent 
system which realized in JADE environment. The 
application include 4 agents: 

 TraderAgent will search  EmployerAgent with
the best proposal in the yellow pages list and try
to negotiate a deal with him;

 EmployerAgent tries to negotiate a deal with
TraderAgents which interested in him and then
conducts negotiations with MajorBuyerAgent,
which give it the best proposal;

 MajorBuyerAgent firstly searches the best
proposal from EmployerAgent, then searches
interested BuyerAgent for the better deal with
EmployerAgent, and at the end give it final
proposal;

 BuyerAgent looks for the most profitable
proposal among MajorBuyerAgents, then waits
for negotiations between the MajorBuyerAgent
to which it signed up and TraderAgent.

Fig. 4 illustrates an example of JADE agent platform 
running. 

Fig. 4. JADE agent platform running 

Fig. 5-9 illustrates the processes of creation of all 
actors of the trading platform. 

Fig. 5. Creation of EmployerAgent 

Fig. 6. Creation of TraderAgent1-2 

Fig. 7. Creation of TraderAgent3 
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Fig. 8. Creation of MajorBuyerAgent 

Fig. 9. Creation of BuyerAgent 

Protocol of EmployerAgent and TraderAgent 
communication at the first stage of the deal is following 
(Fig. 10). 

Fig. 10. Protocol of MAS working at the first stage of the deal 

TraderAgents 1-3 have less product amount in sum 
than minimum established by EmployerAgent. In this 
case EmployerAgent raises additionally a penalty for a 
shortage from TraderAgents. As can be seen from the 
protocol, that satisfied two agents, but didn’t satisfy 
third agent, since in this case third agent lost an 
unacceptable amount of profit for itself.  

Fig. 11 contains listing of the MAS work protocol 
at the 2nd stage (communication between 
MajorBuyerAgent, BuyerAgent and EmployerAgent). 

Fig. 11. Protocol of MAS working at the second stage of the deal 

MajorBuyerAgent and BuyerAgent1-2 were able to 
gain the product amount in the order exactly as much as 
EmployerAgent had. Therefore, the transaction was 
successfully completed. 

VII. CONCLUSION

Analysis of the existing software and own 
experience of multi-agent system developing [7–9] 

shows, that using of intellectual agents allows 
simplifying such procedures as information search and 
processing in Internet, using of media-services, 
different business tasks of big data processing and other 
tasks related with information search, recognition and 
processing. The process of MAS design and developing 
is well standardized. The main standards in this area is 
MASIF and FIPA. The most popular agent platform for 
MAS developing and functioning is JADE. As a 
practical result of the research conducted the trading 
multi-agent system has been elaborated, taking into 
account the preferences of all actors in the process, 
flexibility, sustainability and consistency of their 
interactions. 
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Abstract. When recognizing similar or close objects 

in a report, the accuracy of the recognition is very low 

when the value of the measure of proximity between 

objects (MPBO) is close to the value of the error that 

occurs. modern algorithms are preferred instead of 

emprig dosturlar to improve accuracy in calculating the 

measure of proximity between objects. The algorithm 

proposed in previous research work is not effective, 

although it eliminates problems such as gross error, 

correlation coefficient, and the presence of a modular 

sign in formulas. Proposing a new methodology, range 

analysis was used instead of summarizing the results 

when calculating parameter values. The advantage of 

this system is distinguished by error reduction, more 

accurate recognition and efficiency. The given algorithm 

was modeled on a computer and the results were 

obtained. The processing of the results shows that, 

thanks to the proposed methodology, it is possible to 

significantly increase the accuracy of the calculation of 

the measure of the proximity between objects. At this 

time, it does not affect the running speed of the system. 

Keywords: pattern recognition, measurement errors, 

interval analysis, correlation coefficient, MPBO, 

increase of accuracy, re-measurements 

I. INTRODUCTION

Technical vision systems are a field of artificial 
intelligence that teaches mobile robots to interpret and 
understand the visual world. Technical vision systems 
are used in space, aviation, surface ground,  water 
surface and underwater mobile vehicles, which have 
the ability to analyze the external situation in real time. 
Technical vision systems have the ability to analyze 
what they see after accurately identifying and 
classifying objects using images, videos, and modeled 
digital images [1–5].  

The reliability of the information received by the 
technical vision system has a significant impact on the 
formation of the object of recognition in terms of 
minimizing image recognition errors. The reliability of 
the information received by technical vision systems 
that ensure the quality of work of mobile robots are 
intelligent information-measuring systems is 
determined primarily by the quality characteristics of 
the sensors and the parameters of object recognition 
accuracy. Object recognition accuracy parameters are 
characterized by the accuracy of estimating the 
measure of proximity between objects (MPBO) 
determined by the calculation method. The errors 
allowed when measuring the values of the features of 
images, summing up according to the most complex 
law, create an error in assessing the measure of 
proximity between objects, which in the computer 
vision system is commensurate with the actual value of 
the distance between the features of objects. Therefore, 
these errors, which reduce the cost of image 
recognition reliability, seriously impede the use of 
intelligent information-measurement systems and 
technical vision systems for the widespread use of 
mobile robots in various fields. 

II. PROBLEM STATEMENT

The accuracy of pattern recognition depends on the 
accuracy of the calculation of the measure of the 
proximity between objects. Manhattan, Euclid, 
Camberra, and many other formulas have been 
proposed in the field of pattern recognition. They are 
currently used to calculate the measure of the 
proximity between objects. However, due to the fact 
that each formula is overly integrated, there are a 
number of shortcomings, which maintain the 
relevance of the correct calculation of the error of 
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measurement of proximity between objects and, 
consequently, the high accuracy of image recognition.  

Researches show that it is not possible to eliminate 
certain random and gross errors using existing 
empirical formulas. Even increasing the number of 
repeated measurements does not solve this problem. 
This is due to the use of an absolute sign in existing 
formulas (distance can never be negative). In the 
calculation of the measure of the proximity between 
objects, a gross error, statistical processing, the 
presence of a modular sign in the existing formulas 
and the correlation coefficient between the 
measurements can be a direct cause of incorrect 
results. In the proposed methodology, the recognition 
(input) and exemplary (reference) objects with the 
help of technical means are entered into the computer. 
The program method finds in the calculation of the 
numerical average, the standard deviation, the 
correlation coefficient and the final error of the 
measures of the proximity between objects values of 
the input and reference parameters [6–11].        

Using the Manhattan formula, the compatibility of 
input and reference parameters is checked, so that it is 
simpler and more convenient than others [12–15]: 

Here is the result from the i - th re - measurement 
of input and benchmark parameters according to xi 
and yi. When measuring the input and reference 

parameters, the overage square errors  and 

must obey the normal distribution law, so  must 
obey the normal distribution law. However, the 
calculation of the absolute price violates the 
distribution of the final error, and as a result, the 
average price shifts in a positive direction. Thus, the 
final result is incorrect. Therefore, in the proposed 
algorithm, it is necessary to find out what part of this 
distribution the difference between the input and 
reference parameters falls on. The difference between 
the input and reference parameters is .  

and  are measured in n times, it is usually checked 
with each value of y for each value of  x.  That is, 

The difference a is checked in the range -3*  - 

+3*  by every  steps ([-3* , -2,5* ], 

[-2,5* , -2* ], [-2* , -1,5* ], [-1,5* , - ], 

[- , -0,5* ], [-0,5* , 0], [0, 0,5* ], [0,5* , ], 

[ ,1,5* ], [1,5* ,2* ],  [2* ,2,5* ] and 

[2,5* ,3* ]). 

If a does not fall in the interval, the program 
checks whether it falls in other intervals. In the case 
of an interval falls, then as the price of  a, the 
smallest price of the interval is accepted and sent to 
the total input and the possible deviations are 
minimized. In the measurement technique, errors are 
accepted up to ± 3*σ. Greater than it, is thrown like a 

gross error. Therefore, a's greater than  and 

  are not taken into account. Then the a's in 

the interval  and   are 

collected and the average value is found by dividing 
by the number of measurements. The final values are 
found in the general order by the Manhattan formula 
and found by the operation of our algorithm. The 
number of measurements varies from 1 to n. The 
greater the number of repeated measurements of the 
input parameters, the greater the accuracy. However, 
in this case, the speed of the recognition system 
decreases. Therefore, the number of repeated 
measurements of the input and reference parameters 
in the proposed algorithm is taken differently. Since 
the repeated measurements of the reference 
parameters are in training mode, their number should 
be taken as much as possible. Because in this case, 
the accuracy is high and the speed of the system does 
not change. Since the identification and reference 
objects are taken from same  in advance, in fact, the 
result must be "0".  

Therefore, the use of interval analysis, taking a 
relatively small number of repeated measurements, 
both slows down the operation of the recognition 
system, and has the appropriate accuracy, which is 
reflected in this program. It is better to say that the 
values of zm (manhattan) and zk (proposed) in the 
algorithm are closer to the corresponding values 
obtained at the maximum value of n. Mathematical 
modeling of the proposed algorithm for calculating 
the measure of the proximity between objects and the 
results are given in previous scientific papers. 
Calculates the current a at the maximum, average, 
and minimum values of a given range of parameters.  

The results are very good when calculating the 
average value of the current parameter a in a given 
interval, and the accuracy increases significantly when 
NK takes repeated measurements. . It also does not 
affect the processing speed. As can be seen from the 
given tables and diagrams, the result of the proposed 
algorithm is much higher than the results obtained by 
the classical method, and when using the proposed 
algorithm, the accuracy of the technical vision system 
increases significantly and the operating speed 
remains at the required level. Then the measurement 
errors of the Manhattan and the proposed algorithm 
are calculated by repeating NK times. 
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Fig. 1. Comparison of the classical method with the proposed 

algorithm for calculating the size of the proximity between objects 

Fig. 1 is displayed non-modular calculations in 
blue color, calculations based on Manhattan's formula 
in red color, take the maximum value of the range 
instead of the parameters that fall into the range in 
gray color, take the minimum value of the range 
instead of the parameters that fall into the range in 
yellow color and take the average value of the range 
instead of the parameters that fall into the range in 
blue-purple color. The graphs show that the proposed 
algorithm is more accurate than the classical methods. 

TABLE I. COMPARISON OF THE CLASSICAL METHOD WITH  
THE PROPOSED ALGORITHM FOR CALCULATING THE SIZE OF THE 

PROXIMITY BETWEEN OBJECTS

NK MZNK ZM ZKmin ZKoverage ZKmax 

1 9 9 8,74 10,92 13,11 

2 4,5 4,5 6,55 7,1 10,92 

3 -0,33 6,33 4,85 5,07 6,74 

4 -2 6,5 4,37 4,61 5,94 

5 -1,2 5,6 4,19 4,5 6,04 

6 -4,33 8 5,58 6,23 6,87 

7 -2 8,57 4,91 5,26 6,06 

8 -1,5 7,75 4,58 4,96 5,9 

9 -0,66 7,55 4,8 5,2 5,88 

10 -0,1 7,3 4,42 4,87 6,21 

11 -0,09 6,81 4,88 5,42 6,14 

12 -0,33 6,67 4,67 5,23 6,29 

13 -1,07 6,92 4,66 5,25 6,02 

14 -0,93 6,5 4,3 5,05 6,11 

15 -1,73 6,93 4,99 5,77 6,03 

16 -1,125 7 4,63 5,42 5,68 

17 -0,411 7,23 4,17 4,81 5,34 

18 0 7,22 4,52 5,27 5,43 

In this Table, the number of repeated 
measurements of the input parameter NK (1-18); 
MZNK – the manifestation of the Manhattan formula 
without modular sign; ZM – the measure of the 
proximity between objects calculated on the basis of 
Manhattan formula; Zkmin, Zkaverage and ZKmax 

according to which of the measured price falls into 

any of the ranges, its price is taken as the lower, 
middle and upper values of the range instead.  

As can be seen from the table and figure, the 
algorithm proposed in all three options has a great 
advantage. But as it seems, the results are different 
from each other, and coming to a common opinion 
creates certain assumptions for the result.  

Therefore, another algorithm has been proposed. 
According to this algorithm, the number of repeated 
measurements per any range is calculated and the 
maximum number of repeated measurements per 
range is decided.  

III. PROBLEM SOLVING

Formulas are used in existing systems of 
recognition of images. However, the error is large 
because the formulas are too integrated. A new 
algorithm has been proposed using range analysis to 
minimize errors. 

TABLE II. RESULTS OBTAINED FROM RANGE ANALYSIS WHEN 

CALCULATING THE MEASURE OF THE PROXIMITY BETWEEN OBJECTS

NK MK ZM OAYÖ K_max 

2 18 4,5 1,9 2 

3 18 6,33 1,9 2 

4 18 6,5 1,9 2 

5 18 5,6 1,9 2 

6 18 8 0 1 

7 18 8,57 0 1 

8 18 7,75 0 1 

9 18 7,55 0 1 

10 18 7,3 0 1 

11 18 6,81 0 1 

12 18 6,66 0 1 

13 18 6,92 0 1 

14 18 6,5 0 1 

15 18 6,93 0 1 

16 18 7 0 1 

17 18 7,23 0 1 

18 18 7,22 0 1 

As can be seen from Table II, NK and MK 

performed repeated measurements to calculate the size 

of the proximity between the objects and how many 

times each range fell. K_max indicates the range in 

which the values of repeated measurements fall more.  

Table II shows the number of repeated 

measurements in each range as a result of interval 

analysis in the range f (1)-f (11). 

The green part indicates the area where the repeated 

measurements fell the most. As can be seen, the 

recognition of the input quantity in the values of 

repeated measurements 2-5 falls into the 2nd interval, 

in the subsequent values of the number of repeated 

measurements the recognition falls into the 1st interval. 
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TABLE III.  THE NUMBER OF MEASUREMENTS PER RANGE  
IN THE INTERVAL ANALYSIS USED

n f (1) f (2) f (3) f (4) f (5) f (6) 

2 3 10 4 1 7 6 

3 4 12 8 2 8 9 

4 5 17 8 10 12 9 

5 6 22 8 17 16 9 

6 20 13 13 18 12 9 

7 25 16 13 20 16 9 

8 26 23 18 22 18 9 

9 31 26 18 24 22 9 

10 36 27 21 28 26 10 

11 40 31 21 29 30 11 

12 45 32 25 35 31 11 

13 48 33 29 37 31 15 

14 53 34 33 43 32 15 

15 56 35 37 45 32 19 

16 61 38 37 47 36 19 

17 65 42 39 51 36 22 

18 72 43 40 55 37 23 

Continuation of Table 3 

n f (7) f (8) f (9) f (10) f (11) 

2 2 2 0 0 1 

3 6 3 0 0 1 

4 7 3 0 0 1 

5 8 3 0 0 1 

6 13 1 0 5 4 

7 16 1 0 6 4 

8 16 2 0 6 4 

9 19 2 0 7 4 

10 19 2 0 7 4 

11 20 4 0 7 5 

12 21 4 0 7 5 

13 25 4 0 7 5 

14 26 4 0 7 5 

15 30 4 0 7 5 

16 33 4 0 8 5 

17 33 4 1 8 5 

18 35 4 1 9 5 

IV. CONCLUSİON

It should be noted that it is more expedient to use 

this method instead of the existing formulas in 

automatic recognition and control systems, as the 

intended shortcomings are eliminated. Thus, along with 

the elimination of shortcomings, there are a number of 

advantages. In this case, the errors caused by statistical 

processing, correlation coefficient, application of the 

modulus sign in the formulas and gross error are 

eliminated, and as a result, accuracy increases. Also, 

despite the increase in the number of repeated 

measurements, the speed of the recognition system is 

not affected. The classical method and the proposed 

algorithms were modeled on a computer and the results 

were obtained. As can be seen from the tables and 

graphs, higher results can be obtained by eliminating 

the uncertainties in recognition by dividing the range of 

distribution of measurement errors of the measure of 

proximity  between objects into intervals and analyzing 

those intervals. Since these algorithms are solved on a 

computer, it is not more difficult to find the optimal 

values of the intervals. The processing of the results 

showed that the proposed algorithm can significantly 

increase the accuracy of estimating the measure of 

proximity between objects.  
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Abstract. The functioning of such signature-based 

information security tools as network intrusion 

detection system, antivirus, anti-worms and others are 

based on solving in real time resource-intensive task of 

multi-pattern string matching. Due to rising traffic 

rates, increasing number and sophistication of attacks 

and the collapse of Moore's law, traditional software 

solutions can no longer keep up. Therefore, hardware 

approaches are frequently being used by developers to 

accelerate pattern matching. Reconfigurable FPGA-

based devices, providing the flexibility of software and 

the near-ASIC performance, have become increasingly 

popular for this purpose. Signature databases of the 

current information security systems contain hundreds 

of thousands and even millions of rules. Every signature 

database update or change in network parameters 

forces the digital circuit of such system to be 

resynthesized, and the FPGA – to be reconfigured. To 

facilitate such reconfigurations we propose a centralized 

service for information security reconfigurable tools 

synthesis, which uses free high-performance resources 

of GRID infrastructure. 

Keywords: security, signature, FPGA, GRID, 

centralization 

I. INTRODUCTION

The propagation of Internet and network 
technologies in both industrial and civil enterprises 
together with the widespread availability of system 
hacks and viruses have made the importance of 
network security more significant. The increase in 
number and sophistication of attacks against the 
network infrastructure and computer systems requires 
more robust security solutions. Unfortunately, despite 
the great progress made in deep neural networking 
(DNN), security tools based on such methods still 
suffer from nonzero recognition error probability.  

Even as low false positive rate as 0.01% is able to 
disrupt the correct operation of the information system 
[1]. Using such systems in critical infrastructure can 
have disastrous consequences. Therefore, signature-
based recognition methods with their theoretically 
exact match are still relevant when creating 
information security systems. 

The main disadvantage of the signature-based 
principle is its computational complexity. Checking 
every byte of every packet to see if it matches one of 
set of hundred thousand strings becomes a major 
performance bottleneck in traditional software 
solutions which have to scan the incoming data in real 
time [2]. To keep up with these speeds a specialized 
device is required. 

Different types of available hardware solutions 
are result in higher efficiency. Among them the Field 
Programmable Gate Array (FPGA) devices have 
commonly been proposed because they feature both 
the flexibility of software and the high performance 
of specialized hardware at a reasonable cost [3]. The 
reconfigurable accelerators based on FPGAs became 
a suitable and popular hardware platform for many 
security applications, including network intrusion 
detection/prevention systems (NIDS/NIPS) [4], 
antivirus, anti-worms and other signature-based 
information security tools. The main difficulty when 
using programmable logic is to synthesize the digital 
circuit and generate the appropriate configuration file 
(bitstream) for the FPGA device to give it required 
functionality. This process is quite complicated and 
requires the efforts of a highly qualified developer. 
Not every firm or enterprise can afford such an asset. 

As a solution we propose a centralized service for 
security tasks hardware accelerators synthesis. Such 
service can use computation power of GRID or other 
high performance equipment to process requests This work was supported in part by the Informatization 

program of the NAS of Ukraine in 2020-2024. 
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from users to obtain desired FPGA configuration 
files. 

II. FPGA-BASED NETWORK INTRUSION 

DETECTION/PREVENTION SYSTEMS

Historically the first and therefore the most studied 
FPGA-based tools of information security were 
network intrusion detection systems [5]. Without 
losing the generality of reasoning, consider the typical 
functions of reconfigurable security systems on the 
example of NIDS/NIPS. 

The generalized structure and the content of a 
NIDS/NIPS based on FPGA can be compiled on the 
basis of a number of well-known works [5, 6] (Fig. 1). 

Fig. 1. The generalized structure of the FPGA-based network 

intrusion detection/prevention system 

The Matching module is the most important 
component of NIDS/NIPS. It solves a computationally 
complex task of multi-pattern string matching, i.e. 
checks the content of network packets against certain 
sequences of symbols, so-called patterns, which are 
parts of the signatures – the descriptions of the known 
attacks. 

Components Delay, Packet filter and Packet 
sending module are present only in NIPS option of the 
system. 

III. UPDATING THE STRUCTURE OF

RECONFIGURABLE SECURITY SYSTEM 

As we can see when analyzing the structure shown 
above, the signature set is “wired” into the circuitry of 
the device at hardware level. This feature ensures the 
highest performance rate due to the maximally 
possible parallelism has been reached. On the other 
hand, any change in the circumstances of NIDS/NIPS 
functioning leads to the need to update the digital 
circuit. There are two possible reasons of such update. 
Firstly, new unknown attacks can emerge; 
consequently, new signatures have to be added into the 
signature set. Secondly, the operating conditions of the 
protected system can be changed (modification of the 
local network, change of its content or structure, 

modification of the software, etc.), resulting in 
necessity to add or remove whole classes of signatures, 
so the content of signature set is also to be changed. 
That is the digital circuit of the security tool needs to 
be re-synthesized, new bitstream to be obtained and 
loaded into the FPGA. 

Analyzing of this structure shows that some 
components are independent from signature set, let's 
call them constant modules, whereas another parts 
have to be reconstructed obligatorily, we name them 
variable modules. The Packet receiving module, the 
Packet analyzer and the Alarm module belong to the 
first group. The Matching module and the Classifier of 
headers constitute the second one. 

Thus, the key feature of reconfigurable information 
security system is the necessity occasionally to 
perform a so called operational update procedure, i.e. 
– to re-synthesize the variable modules and
reconfigure the FPGA chip.

IV. ORGANIZING THE SYNTHESIS OF

RECONFIGURABLE SECURITY TOOLS

Constructing reconfigurable devices is a complex 
and resource-intensive task. This task, firstly, 
requires high performance computer hardware. 
Generation of a bitstream, to be loaded into the 
FPGA chip, is usually fulfilled by a proprietary CAD 
software tool from the FPGA manufacturer and 
includes a number of computationally-intensive 
procedures such as Synthesize, Translation, Map, 
Place & Route and the Bitstream Generating. 
Depending on the complexity of the circuit and the 
type of FPGA, this process can take from tens of 
minutes to several hours. Secondly, the developers 
must have a high qualification and knowledge of 
digital device design specifics. 

There are many approaches to build an FPGA-
based scheme able to fulfill multi-pattern string 
matching [7]. Each of them has its own strengths and 
weaknesses. None of them demonstrates key 
advantages over others. The lack of the best solution, 
which exceeds the competitive ones by all technical 
parameters, makes the developers modify and 
elaborate the known approaches thoroughly. 

That is why owners of information security systems 
do not have possibilities to solve this task on their 
own. 

In this work, we propose to organize synthesizing 
reconfigurable tools so that complex and resource-
intensive procedures are performed not locally on each 
individual system, but centrally, using free high-
performance computer resources of GRID. Fig. 2 
shows the principle of operation of a service that 
implements this approach. 
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Fig. 2. Service for centralized synthesis of FPGA-based 

information security systems 

Users send requests containing signature set (NIDS 
rules) and FPGA parameters to the central service. 
Central service using computation power of GRID 
infrastructure processes these requests, synthesizes 
digital circuits in automatic mode, compiles projects, 
generates bitstreams and returns them to users. To 
avoid a hypothetical situation when there are no free 
GRID resources, the service is able to use the cloud 
infrastructure as well. 

V. GRID-SERVICE

To verify the concept provided above the service 
was realized as a model sample on the base of 
computing cluster of Pukhov Institute for Modelling in 
Energy Engineering of NAS of Ukraine using the 
resources of Ukrainian National GRID (UNG). This 
project was named as Security Tasks Reconfigurable 
Accelerators GRID-Service (STRAGS). 

In order to facilitate the solution of the problem the 
Rainbow framework, recently developed by Ukrainian 
scientists, was chosen as the functional base of the 
service [8]. This technology, in fact, implements a 
cloud service at the PaaS level over the GRID 
infrastructure by running virtual machines (VMs) 
equipped with all necessary software as GRID-jobs. 
To provide real-time interaction between the user and 
VM that run at remote GRID-node, special techniques 
was invented and applied by the developers of 
Rainbow. Initially, this technology was created to run 
specialized software "Moldyngrid" for the virtual 
organization "Medgrid" in the UNG environment. 
However, the work turned up successful and soon 
found wider use. 

When functioning, the STRAGS service initiates 
the work of several agents on remote GRID-sites, 
which support Rainbow platform (Fig. 3). Wherein, 
every agent is a VM with all the necessary 
instrumental software preinstalled and configured for 
the synthesis of reconfigurable devices and generation 
of the bitstreams. 

Fig. 3. STRAGS service functioning 

As requests from clients are received, the service 
distributes tasks among active agents, maintaining 
their number sufficient to ensure required availability. 
Having received the task as a GRID-job, the agent 
starts the processes of automatic synthesis of the 
required digital circuit and synthesis of the 
corresponding configuration for the FPGA, and then 
returns the results of the work to the service. 

Comparing to the traditional GRID-jobs batch 
submission, running an agent as a VM has several 
benefits: 

 VMs already have FPGA synthesis software
installed that simplifies the operational update
procedure;

 pulling VMs from GRID-site allows to
minimize latencies in synthesis task lifecycle;

 Rainbow framework interactive access feature
allows extending service with debug
capabilities and provides direct access to the
platform with pre-installed synthesis software
eliminating the need of local software copy;

 users have the ability to track the synthesis
progress with a high granularity.

Fig. 4 presents one of STRAGS service user 
interface windows, which depicts a current security 
tool synthesis process progress (the substep "Placer" of 
the step "Place & Root" is fulfilling). 

Fig. 4. User's job "task1" synthesis progress in the "Active jobs" 

window of the STRAGS service 

The proposed architecture of GRID-service 
addresses issues of user's authorization, agent's 
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authorization and availability of a sufficient number 
of agents. It also implements centralized updating of 
VMs to ensure their relevance when distribution across 
the GRID infrastructure. 

VI. EXPERIMENTAL RESULTS

Verifying the service on a lot of test tasks did not 
allow us to obtain numerical estimates. Instead, 
significant quality benefits were identified: 

1. Increasing of system performance in general due

to the use of GRID and cloud which quickly

synthesize the parallel matching circuits for

modern FPGAs.

2. Improving the technical characteristics of local

information security systems through the division

of labor. Centralization allows the use of highly

qualified specialists, whose work results are used

on each of the local systems.

3. Lower total cost of ownership due to reducing

staffing requirements for local systems.

4. Reducing overall computational costs by grouping

similar requests.
As a minor disadvantage, the complexity of the

whole system and some decrease in the speed of 
reconfiguring hardware components can be noted, 
which however is fully compensated by the listed 
advantages. 

VII. CONCLUSION

In this work, the principle of centralized creation of 
FPGA-based information security systems is proposed. 
A GRID-service that implements this principle has 
confirmed the viability of the idea of transferring 
resource-intensive procedures from a local FPGA-
based security system to a remote HPC environment. 

It is worth noting that such a centralized service is 
applicable to the synthesis of any FPGA-based digital 
schemes, regardless of which recognition method it 
uses. It can be successfully used to build systems 
based on the mentioned above DNN approaches, when 
they become robust enough. In recent years, 
adversarial attacks detecting have become topical 

issue. Hardware solutions, including FPGA-based 
ones, are already used when corresponding systems 
constructing [9, 10]. 
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I. INTRODUCTION

Detecting and highlighting buildings on satellite 
images is an important task for various applications: 
building maps of the area, developing city 
infrastructure, searching for illegally built objects. 
Although the manual selection of buildings on satellite 
images is quite accurate, with a lot of images and the 
need for constant monitoring, manually processing 
them will take a lot of time and resources. Therefore, 
algorithms for automatic segmentation of satellite 
images are being developed. The task of automatic 
building detection can be complicated by bad weather 
conditions, the variety of shapes and colors of the 
found structures. 

In recent years, neural networks have been used for 
image segmentation and processing. Classical neural 
network for object segmentation - U-NET. It was first 
used in 2015 for the segmentation of medical images 
[1]. The training set contained 30 images with 
512x512 resolution. Dataset was expanded with 
additional transformations (rotations 90 degrees). The 
segmentation results surpassed other known methods 
and demonstrated the effectiveness of using U-NET on 
small image arrays. 

Article [2] is devoted to the segmentation of satellite 
images. The task was to select 10 classes of objects 
(buildings / lakes / rivers / roads / etc.) on the images. 
The article describes the approach that was taken in the 
image segmentation competition on the Kaggle platform 
and helped the team to take third place. The idea was to 
use a modified U-NET network, and properties of some 
image channels (the images were 16-channel). So, water 

and vegetation could be detected without prior training, 
only by extracting information from image pixels. Due 
to the small number of images in the training set, data 
augmentation (rotations and flips) was applied. It should 
be noted that some images in the original training set are 
quite similar. For example, almost all buildings have 
blue roofs, making it easier to learn the network. 

Typically, the U-NET is trained from scratch on 
some sort of initialized weights. The paper [3] 
demonstrates the possibility of using a pretrained 
network. And how U-NET can be improved using 
pretrained encoder. The neural network U-NET is 
described, in which VGG11, trained on the ImageNet 
weights [4], with a replaced fully connected layer was 
used as a contracting path (encoder). As a result of the 
work, the conclusions were next: the pretrained models 
converge faster to their limiting value, and that the 
recognition result of such a model is better in 
comparison to the non-pretrained network. Since this 
work was aimed at showing the benefits of using pre-
trained networks, rather than getting the best result, 
there is still room for improvement. For example, 
using more complex networks as an encoder, such as 
VGG16, ResNet, etc. 

We propose to introduce additional augmentations, 
such as adding noise, changing the brightness and 
contrast of the image, transforming perspective. And 
we show that this allows us to improve the 
segmentation result. 

II. TRAINING SET

To solve the problem of segmentation of 
buildings, the set described in [5] was used. The 
images cover several settlements. The training set 
(similarly for the test set) contains 180 color three-
channel images of 5000x5000 pixels with a spatial 
resolution of 0.3 meters. An example of an image 
and its mask is shown in Fig. 1. A mask is a binary 
image, where, depending on the pixel value (1 or 0), 
we determine whether this pixel belongs to the 
building or not. 
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Fig. 1. Picture from training set 

It should be noted that the images in the training 

set and the test set contain images of different cities. 

Training a neural network on images of some cities, 

and testing on others, allows you to understand how 

the algorithm adapts to other data of a similar nature. 

III. NEURAL NETWORK ARCHITECTURE

In this work was used an architecture like the 

network described in [3]. U-NET consists of two 

parts: contracting and expanding. The contracting 

part is a convolutional network (convolution, 

activation, pooling), where the number of feature 

maps also increases on each layer. The expanding 

path is the opposite of the contracting path, where 

the pooling layer is replaced with an up-sampling 

layer, in which the image resolution is increased. 

U-NET also combines the features of the contracting

path and with the expanding paths. The output of the

U-NET network is a mask, where each pixel of the

image is associated with the probability of its

belonging to a particular class of objects. In our case,

the probability that this pixel is a building. In our

case, the contracting part was replaced by ResNet

[6], pre-trained on the ImageNet weights.

IV. NEURAL NETWORK LEARNING

Network learning parameters: 

1. The original set (180 images) was divided into
two: training (150) and validation (30). At
each iteration, for each image of the training
set, a 768x768 segment is randomly cut out, all
such segments are grouped into batches and
transmitted to the network input. The batch
size was chosen 8 (the maximum possible with
this image size and the provided graphics
card).

2. Focal loss [8] was used as a cost function. If
𝑦𝑖j is a true value that determines the class of a

particular pixel, 𝑦𝑖j̅̅ ̅ is the probability of a pixel

belonging to a class with label 1 obtained by
the model. Let:

p𝑡 = {
𝑦𝑖𝑗̅̅̅̅           , 𝑦𝑖𝑗 = 1,

1 − 𝑦𝑖𝑗̅̅̅̅   ,  𝑦𝑖𝑗 = 0.
(1) 

Then the cost function can be written as: 

𝐶 = −
1

𝑛∗𝑚
∑ ∑ −α ∗ (1 − p𝑡)𝛾 ∗ ln p𝑡

𝑚
𝑗=1  ,𝑛

𝑖=1      (2) 

where α, γ are parameters, which in our case 

are equal to 0.25 and 2, respectively. Focal loss 

can be characterized as a weighted cross-

entropy function. Adding α ∗ (1 − p𝑡)𝛾 to the

cost function reduces the value of the function 

for well-classified objects and, consequently, 

improves the learning result for negative cases. 

The use of this function is necessary in the case 

of an unbalanced dataset when one of the 

classes prevails or concedes to the others. In 

our case, buildings occupy 0.15 of the images 

in the training set. And the use of focal loss 

avoids preprocessing associated with building 

a balanced training set. 

3. At the stage of network learning image

augmentations (described in the next section)

were additionally performed.

4. We used the Adam optimization algorithm [9]

with a learning factor of 0.0001. (During the

training of the model, the learning factor was

decreased several times. The criterion for the

decrease is that the validation metrics stop

improving or changing.)

V. AUGMENTATIONS

Standard data augmentations used in satellite imagery 

segmentation tasks are rotations by angles divisible by 

90 degrees and image flips. In this work, we propose and 

apply additional image transformations. The final set of 

augmentation is listed below: 

- Rotate at a random angle multiple of 90 degrees,
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- Vertical flip,

- Horizontal flip,

- Adding Gauss noise,

- Change hsv. (Random change in the hue,
saturation, and brightness of the color of an
image within a certain range),

- Change the brightness and contrast of the image
(Random change in the brightness and contrast
of the image in a certain range),

- Transformation of the perspective of the image.

At each training iteration, for a particular image,
the probability that some augmentation would be 
applied was 0.25. 

To test and implement augmentations, we used the 
library described in [10]. 

VI. EXPERIMENTAL RESULTS

In our work, we took advantage of the cloud 
computing capabilities provided by Google 
Colaboratory [12]. We were allocated a Tesla P100 
graphics card with 16 GB of memory. This allowed us 
to use a more complex architecture of the neural 
network, increase the batch and size of images at the 
input of the neural network, carry out experiments 
faster and do more iterations during training. The 
result was assessed using next metrics: accuracy (3) 
and Jaccard coefficient (4) 

𝐴 =
1

𝑛∗𝑚
∑ {

1, где 𝑦𝑖𝑗 = 𝑦̅𝑖𝑗 ,

0
𝑛,𝑚
𝑖,𝑗  (3) 

𝐽 =
1

𝑛∗𝑚
∑

𝑦𝑖𝑗∗𝑦̅𝑖𝑗

𝑦𝑖𝑗+𝑦̅𝑖𝑗−𝑦𝑖𝑗∗𝑦̅𝑖𝑗

𝑛,𝑚
𝑖,𝑗=1 ,    (4) 

where 𝑦𝑖𝑗 is the true pixel value, 𝑦𝑖𝑗̅̅̅̅  is the model

predicted value, 𝑛 ∗  𝑚 is the image size. The TABLE
1 below shows a comparison of the results of several 
experiments: using standard augmentation, additional 
augmentation and solution [11]. This metrics show 
that the best building segmentation result was 
obtained when we used additional image 
augmentations during network learning. 

VII. DISCUSSION AND CONCLUSION

A few examples of building segmentation in Fig. 2. 

It should be noted that to improve the result of the 
selection of discrete objects in satellite images, 
various transformations of images should be used. In 
our case, changing the brightness and saturation of 
colors, adding noise, changing the perspective of the 
image helped to increase the resulting metric (Jaccard 
coefficient) from 74.12 to 75.78.  

The use of other neural networks can be considered 
as further improvements. For example, instead of the 
pre-trained ResNet34 network, take DenseNet or SE-

ResNet as a basis. Try to predict the result using an 
ensemble of several networks, that is, determine the 
class of each pixel not according to the output of one 
of the networks, but based on a certain rule and the 
output of several networks at once. And to practice 
more with image augmentations. 

Fig. 2. Some recognition results 
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TABLE 1. Results Comparison Table 

Model described above with standard augmentations 

Metrics Bellingham Bloomington Innsbruck San Francisco Tyrol Overall 

Jaccard index 69.03 73.44 74.50 75.02 76.54 74.12 

Accuracy 96.89 97.45 96.88 91.31 97.87 96.08 

Model described above with additional augmentations 

Jaccard index 69.95 75.19 75.46 77.29 77.69 75.78 

Accuracy 96.96 97.61 97.06 92.26 98.00 96.38 

Solution [11] 

Jaccard index 69.75 72.04 74.64 74.55 77.40 73.91 

Accuracy 96.77 97.13 96.83 91.14 97.92 95.96 
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I. INTRODUCTION

Detection and highlighting buildings in satellite 
images is very useful for many applications. It’s helpful 
in building maps, creating a territory building plan, 
finding malicious and illegally constructed objects, etc. 
The main difficulty of the SAR image analysis task lies 
in the large number of different structures recognition. 
The task is complicated cause of the various shape, 
color characteristics and size of the objects. 

The basis of SAR image establishment is the 
reflection features of the scattering of the emitted radar 
signal by various surface types [5]. The total intensity 
of signal reflection (pixelgray value) is affected by the 
characteristics of flatness and regular properties of 
objects. As a result of processing, the "raw" SAR data 
is converted into a gray image. The gray value in a pixel 
in SAR images, which is not affected by lighting, 
chemical composition (except salt and ice) and 
temperature of objects, depends on three factors: the 
SAR system, the SAR processing, and the properties of 
object. So, an object can be classified by properties of 
it, such as geometry, dielectric properties, and so on. 
Volumetric objects (for example, vegetation or other 
index decoration) correspond to an average level of gray 
value and texture, surfaces (for example, a calm water 
surface) shifts brightness to a dark value and buildings 
to be a bright value. The dielectric properties of the 
material affect the intensity of the reflected signal. The 
difference in the coefficient values for different 
materials makes it possible to identify by SAR. 

There have been developed many algorithms for 
recognizing buildings in optical satellite images. Most 
of those algorithms are based on the analysis of object 
shape, texture, shadow, s boundary, etc. [1, 2]. Recently, 
neural network methods have been used for buildings 
extraction in optical satellite images [3]. The training 
dataset consists of satellite original images and their 

masks. They are binary images or contours of regions, 
where the pixel value corresponds to classes of objects. 

But there are only a few neural networks that can get 
quality results, for example, Fully convolutional 
network (FCN) [8], Mask R-CNN [9], CNNs [10].  
Such methods have been successfully employed in 
computer vision and remote sensing fields for optical 
image classification, but few applied to SAR images. 

The preparing of mask or region plays a very 
important role in quality of detection by neural network 
method. The size of mask is depending on size of 
shadow. Therefore, each building should be covered by 
a mask that changes according to patterns of shadow. 

In this paper we propose preprocessing of SAR 
images to detect buildings for analysis by neural 
networks, where the training areas for detection are 
selected for each building whose shadow is detected by 
using the shadow shape. It allows us to improve 
recognition of regions of buildings The experiments 
were performed on set of high-resolution SARS images. 

II. BUILDINGS REPRESENTATIONS IN SAR IMAGES

Buildings in SAR images have their own
characteristics that allow to be detected. Each type of 
building has its own characteristics of shadow. So, the 
geometry of shadow is pattern for buildings recognition. 

The basic feature for building detection in SAR 
image is shadow. The structure of shadow depends on 
features of buildings. The shadow, which is formed by 
location of building details with conductive properties 
angle and speed of satellite motion reflections of waves 
from corners of construction element of building. 

The paper [5] proposed that SAR building shadow is 
described by geometrical point of view, then defined an 
evaluation function implementing the ratio of 
exponentially weighted averages (ROEWA) which is 
used for the matching between the predicted structure 
and the observed SAR image. 

The projection of the three-dimensional building 
into the two-dimensional slant image plane influence 
shadow and produces effects such as layover, shadow 
and foreshortening. In addition, there are specular 
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reflections for close building for urban regions. The 
paper [5] proposes dense alignment for the buildings 
images along the radar look of sight (RLOS) for 
compensation the multi-path reflection effects [6] like 
as in Fig 1. 

Fig. 1. Geometry scheme of SAR image generation for one 
floor building with flat roof 

Fig. 2. Sample of profile of building on SAR image with 
shadow description 

Profiles of shape of building shadow in the SAR 
image are divided into two basic types: the flat roof and 
the gable roof building. For example, the single bounce 
generated by the isolated flat roof of one floor building 
reflections from the ground, front wall and roof. The 
structure of one store building with flat roof is not 
complex. For multistory building, brightness profile has 
more complex structure, like as Fig. 2.  

For urban buildings shadow has regular character 
where each local maximum corresponds to one floor.  

Azimuthal and lateral resolution has different 
concepts. In this case, there is different brightness 
representation, but the structural elements of the SAR 
shadow are preserved. 

III. PREPARING OF DATASET FOR TEACHING

PROCEDURE 

A. Data creation

Common SAR image processing consists of seven
basic steps: creation, calibration, multilooking, 
selection of region of interest, indexing, segmentation 
and classification [7]. 

The first step is data creation (Fig 3). Imperially, it 
was found that the double polarization of VV+VH [4] 
allows to obtain more accurate results than the double 
polarization of HH+HV. Therefore, we use only 
combination VV+VH. In this step two branchs of 
processing are created for every type of SAR 
polarization. 

Fig. 3. Sample of contrasting of a SAR satellite image 

B. SAR Image Calibration

The second step is calibration. The calibration
radiometrically corrects the SAR image that the pixel 
values are changed to the backscattering value of the 
radar beam from the reflecting surface. It is 
automatically determined based on satellite image 
metadata. Calibration radiometrically corrects a SAR 
image so that the pixel values truly represent the radar 
backscatter of the reflecting surface. The calibration 
corrections are realized by the SNAP software that 
automatically determine what corrections need to be 
applied to the image. Calibration is essential for 
quantitative estimation of SAR images. 

Multilooking is used to produce a product with a 
conditional pixel size of the image. Its accumulation is 
formed by averaging the pixel resolution in range and 
azimuth, increasing radiometric resolution, but 
deteriorating spatial resolution. As a result, the image 
has an approximate square pixel size. It corresponds to 
conversion from inclined range to ground range. 

SAR shadow

flat roof of building

front wall
roof

groung 

roof

1 foor2 foor
shadow
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The multilooking is an optional step. It is not required 
when the image is adjusted for terrain. But we do it in 
common processing scheme.  

Speckle reduction remove specific noise that is 
caused by random constructive and destructive 
interference during construction of the image. The 
resulting image of a particular pixel is obtained by 
adding a set of values from antenna sensors. Speckle 
noise is represented as graininess caused by chaotic 
alternation of light and dark pixels. The presence of it 
makes difficult to analyze radar images. Speckle filters 
are applied to SAR images to reduce the amount of 
speckle at the cost of blurred features.  

The order of recording the return signal values in 
radar sensing of the earth's surface depends on the 
direction of motion of the satellite and the direction of 
sight, as a result of which the original images are not 
always correctly oriented relative to the cardinal 
directions. Terrain Correction is decoding of the image 
by correcting SAR geometric distortions. It includes 
geocoding and orthocorrection. 

Geocoding is coordinate reference of the original or 
converted radar image without removing distortions for 
the relief. Such transformation converts an image from 
Slant Range or Ground Range Geometry into a Map 
Coordinate System. 

Orthocorrection includes not only the coordinate 
reference, but also the elimination of distortions 
associated with the terrain, which uses a digital elevation 
model. As a rule, geocoding and orthocorrection of radar 
images is performed by orbital data. Such transformation 
is used a Digital Elevation Model (DEM) to correct for 
inherent SAR geometry effects on images such as 
shadow, foreshortening, layover. For terrain correction 
use range-Doppler algorithm. 

a)                                                   b) 

Fig. 4. Image of the building: a) before contrasting, 
b) after contrasting

Then SAR image usually contrasted for best 
representation. This operation corresponds to 
expression of intensity like as logarithmic 
transformation. It is possible spend analysis and 
comparation SAR images after such transformation 
because all distortions should be corrected (Fig. 4). 

C. Selecting data samples by region of interest

The ROI selection is important step that depends on
basic task. It is necessary doing because usually SAR 
satellite image has very big size and it is not possible to 
download it memory of computer. We use traditional 
way where the image is cut into tiles. 

We use the method of cutting the image into 
sections. For realization of some functions, we use 
software QGIS [11]. The subdivided areas represent 
neighborhoods of houses with small buildings. We also 
left one skyscraper in one image. 

After we have sliced our large satellite image into 
many small images, we need to label them. We will train 
the YOLO network to recognize 3 classes of houses: 
small cottages (private_building), multistory houses 
(multistory_building) and tall skyscrapers (skyscraper). 

Using the tool for graphic annotation of images 
LabelImg [12] we mark our images with classes (Fig. 5). 

Fig. 5. Example of image marking 

With the help of this utility we select our objects 
with rectangles. Each shape contains information about 
the location of an object in the image. 

After labeling, each new image is supported by an 
annotation txt file in the same directory and with the 
same name, which includes the object’s number and 
coordinates of the object in this image, for each object 
on a new line: <object-class> <x> <y> < width> 
<height>. The first field object-class is an integer 
representing the class of the object. It ranges from 0 to 
(number of classes - 1). In our current case since we 
have 3 classes from 0 to 2. This annotation was 
classified into the following classes: 

- multistory_building;
- private_building;
- skyscraper.

The second and third x and y records are the x and y 
coordinates of the center of the bounding box, 
normalized (divided) by the image width and height, 
respectively. The fourth and fifth records, width and 
height are respectively the width and height of the 
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bounding box, again normalized (divided) by the width 
and height of the image, respectively. 

We do not have classes of wooden and metal houses, 
due to the lack of a training set. Such objects are 
detected by the brightness threshold. Wood and metal 
buildings can be identified using a uniform brightness 
control area with a high value for metal buildings and a 
low value for wood structures. For metal buildings, this 
is a small range of maximum brightness values of about 
5% of the brightness histogram. For wooden buildings, 
this is a small range of maximum brightness values of 
about 10% of the brightness histogram. 

IV. BUILDING DETECTION

A. Segmentation and classification

Two last steps of building detection are
segmentation and classification. They are very 
complicated procedures that have many realizations. 

The segmentation is the process of partitioning a 
SAR image into multiple regions (connected sets of 
pixels, that correspond to objects). The goal of 
segmentation is to simplify the representation of an 
image into more meaningful to analyze. The 
classification is defining visual content to segmented 
regions. It is final step for detection building on SAR 
image. These two steps can be combined through the 
use of a CNN. 

For our research we use images from RadarSAT-2 
satellite. The resolution of such images about 1.7 meter 
per pixels. Type of such pixels is float. 

B. Selection of buildings by CNN

Many detection systems repurpose classifiers or

localizers to perform detection by using R-CNN, 

VGGNet, ResNet, Inception, and so on. They use the 

model only for images with selected scales in separate 

location. As rule, such algorithms use images with very 

high resolution. 
YOLO based on a single neural network to the full 

image. This network divides the image into regions and 
predicts bounding boxes and probabilities for each 
region. Such box can include parts of different class of 
building with SAR shadow. These bounding boxes are 
weighted by the predicted probabilities. The basic 
method for detection of buildings we define as YOLO 
V4. It is multi-object detector. In our solution three 
types of images (VV, VH and RVI) are merged by 
concatenation. A layer that concatenates two inputs is 
along a specified axis, which corresponds to the 
concatenate layer. The inputs must be of the same shape 
except for the concatenation axis. Concatenation takes 
as input a list of tensors, all the same shape except for 
the concatenation axis, and returns a single tensor, the 
concatenation of all inputs. It converted multiple inputs 

into same shape layer. It is possible to realize by adding 
additional Dense layer to inputs of VV image and to 
result of such merging. The same shape outputs are used 
for every concatenation layer and for input. The basic 
architecture YOLO is shown at Fig. 6. 

Fig. 6. Modification of YOLO v4 network 

for VV, VH and RVI inputs 

C. Formation of a dataset for the YOLOv4 network

We will use the tool for systematization, preparation
and improvement of training data Roboflow [13]. For 
the YOLO network, it is desirable to use images whose 
sizes are multiples of 32. Therefore, this problem was 
solved by adding black stripes at the edges of the 
images. In addition, we have a fairly small set of images 
to train the network. To enlarge the data, we use the 
rotation of the images by 15, 165, 90, 180, 270 degrees, 
as well as the reflection vertically and horizontally. All 
our markings are automatically corrected according to 
the changes made. After that, we form a dataset, which 
will consist of a set of images for training the network 
(train), images for verification (validation) and images 
for testing (test) our trained network (Fig. 7). We 
assigned most of the images to the training set (90% 
percent) and 5% to the testing set. 

Fig. 7. Proportional partitioning of our dataset 

You can also find out how many images of buildings 
of different classes appeared in our dataset (Fig. 8). 

Fig. 8. The number of buildings of different classes in our set 

VV VH RVI

YOLO v3

V4 
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Most of all there are houses of the private_building 
class in the SAR image, the skyscraper class turned out 
to be the rarest. Our datasets are now properly formatted 
for training and validation. 

V. CONCLUSION

For the high-quality operation of the YOLO v4 
algorithm, we optimize the data input through special 
processing and alignment of different polarization 
channels. The approach described in this paper has 
proven to be effective for detecting buildings. This 
approach can be used to detect any discrete objects. The 
key is to provide the correct training kit. This set must 
be balanced. The problems with our result are related to 
the lack of data for training. The dielectric properties of 
wooden structures form the low brightness of these 
objects. As a result, timber houses have a low detection 
rate. Complex buildings are often found not as one, but 
as several buildings. These problems are very difficult 
to solve. Thus, if the set is well balanced, then the neural 
network training result is better. 
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Abstract. Many eye diseases manifest themselves in the 

retina. Advances in Artificial intelligence (AI), especially 

in deep learning, improve pathological image analysis in 

routine clinical practice. We have developed a method for 

retina image analysis, based on image preprocessing 

stage and deep neural network as machine learning 

model. This is the preliminary results of big project for 

retina image analysis. The main focus was done for 

diabetic retina images. Also the scheme of new 

technology for retina image analysis was presented. 
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I. INTRODUCTION

There are many different eye diseases. The fund's 
image analysis is used to detect different stages of the 3 
main diabetes-based eye diseases, i.e. Diabetic 
Retinopathy, Diabetic Macular Edema, and Glaucoma. 
In our research, we have considered Diabetic 
Retinopathy because it causes blindness (the most 
severe consequences). Diabetic retinopathy (DR), also 
known as diabetic eye disease, is a medical condition in 
which damage occurs to the retina due to diabetes 
mellitus. It is a leading cause of blindness. Diabetic 
retinopathy affects up to 80 percent of those who have 
had diabetes for 20 years or more. Diabetic retinopathy 
often has no early warning signs. Digital pathology 
nowadays plays an increasingly important role in basic, 
translational, and clinical pathology research and in 
routine clinical practice. Retinal (fundus) photography 
with manual interpretation is a widely accepted 
screening tool for diabetic retinopathy, with 
performance that can exceed that of in-person dilated 
eye examinations. 

The clinical signs of DR include (1) multiple cotton 
wool spots (accumulations of axoplasmic debris within 
adjacent bundles of ganglion cell axons); (2) venous 
beading and/or looping; (3) microaneurysms (deep 
round and blot haemorrhages); (4) hard exudates (lipid 
deposits); and (5) intraretinal microvascular 
abnormalities (dilated preexisting capillaries). Artificial 
intelligence (AI), particularly machine learning (ML), 
has been widely applied to the pathological image 
analysis and has provided significant support for 
medical research and clinical practice. ML can infer 
image analysis rules from data representations and 
typically does not require manual algorithm adaptation 
to different data sets or images [1, 2].   

II. DEVELOPMENT OF NEW TECHNOLOGY FOR RETINA

IMAGE ANALYSIS 

A. The Scheme of New Technology

Development of new technology for retina image
analysis is the main goal of our international scientific 
research. The plan for this issue have been developed. It 
includes the next stages: 

1. Collecting dataset of retina images from public
datasets. It is necessary to collect a variable
dataset of retina images obtained in different
conditions and using different equipment.
Thanks to this it is possible to develop a new
technology, but not a new method or approach
suitable for limited amount of images.

2. Quality image analysis. This stage will allow to
select images for the next stages of image
processing and decision making. It will
increase the quality of decision making in the
framework of retina image analysis.
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3. Image preprocessing. Low quality of retina
images is the main reason of preprocessing
stage. This stage can include different options.
Main of them is image filtering, circle (mask)
cropping, brightness correction, etc.

4. Machine learning model development for
decision making (image classification). At this
stage the main direction for our future research
is a neural network approach (deep learning).
And the promising approach is using the
convolution neural network.

5. Model evaluation using different metrics. The
vast majority of retina image dataset is
unbalanced. It needs to find a suitable metric
for unbalanced classes.

The scheme of new technology development for 
retina image analysis is presented on Fig. 1. We have 
marked those stages that were explored during the first 
preliminary stage of our project. Also the next stages 
and directions of scientific researches are presented in 
this scheme.  

Fig. 1. The scheme of new technology development for retina 

image analysis 

B. Quality Image Analysis

For quality retina image analysis 16 measures

described in foreign and domestic literature were 

selected: BEGH, BISH, BREN, CMO, CURV, FUS, 

HELM, EBCM, KURT, LAPD, LAPL, LAPM, LOCC, 

LOEN, SHAR, WAVS [3]. 8 tests were carried out for 

the correspondence of the obtained values of local 

quality measures to the normal distribution. 

Experiments have shown that local estimates do not 

correspond to the normal distribution of the data. 

Therefore, Weibull distribution parameters were used 

to assess the quality of retinal images. The parameter 

scale (scale) of the FUS measure allows you to divide 

images into two classes - satisfactory and 

unsatisfactory quality. Fig. 2 shows examples of retinal 

images and quality values for each image. 

Fig. 2. The examples of retinal images and quality 

values for each image 

III. EXPERIMENTAL ENVIRONMENT

 The main goal of our research on this stage was to 
develop machine learning model for classifying 
samples from retina image dataset into 5 classes (0 – 
No DR, 1 – Mild, 2 – Moderate, 3 – Severe, 4 – 
Proliferative DR). There are two main approaches in 
image analysis and classification: traditional approach 
and deep learning approach. In the framework of 
traditional approach we perform feature extractions 
and decision making [4]. In deep leaning neural 
network extracts features and makes decision 
themselves. Deep neural networks consist of a large 
number of layers, have complex and difficult for 
interpretation. But it is a good variant for large 
datasets with variable samples. We have selected deep 
learning approach for this research, because it is 
promising direction for variable data.  

Fig. 3. Examples of the images from examineted dataset 

We obtained images for training, validation and 
testing from a Kaggle competition [5]. It provides a 
large set of retina images, taken using funds 
photography under a variety of imaging conditions. A 
clinic has rated each image for the severity of diabetic 
retinopathy on a scale of 0 to 4 (0 – No DR, 1 – Mild, 2 
– Moderate, 3 – Severe, 4 – Proliferative DR). Like any
real-world data set, noise is presented in both the images
and labels. Images may contain artifacts, be out of
focus, underexposed, or overexposed. The images were
gathered from multiple clinics using a variety of
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cameras over an extended period of time, which will 
introduce further variation. The examples of the images 
from this dataset are shown on Fig. 3. 

Fig. 4. The amount of samples from each classes (5 classes) 

The dataset is highly imbalanced, with many 
samples for level 0, and very little for the rest of the 
levels. It was divided into two parts for training and 
testing machine learning model, Fig. 4. 

IV. METHODOLOGY OF EXPERIMENTS

A. Retina Images Preprocessing

As we mentioned above retina images contain
different types of noises and artefacts. That is why the 
first stage of the proposed method is image 
preprocessing. Improvement of the quality of input data 
can improve the performance of machine learning 
model. This stage includes reducing lighting-condition 
effects and cropping uninformative area. The 
registrations of digital retina images were conducted 
with many lighting conditions. Some images are very 
dark and difficult for visualization.  

Image smoothing techniques help in reducing the 
noise. Using different image prospecting libraries, 
image smoothing (also called blurring) could be done in 
many ways. In this method, we have performed image 
smoothing using the Gaussian filter with sigma 
parameter equal 10. Gaussian filters have the properties 
of having no overshoot to a step function input while 
minimizing the rise and fall time. In terms of image 
processing, any sharp edges in images are smoothed 
while minimizing too much blur [6]. 

Cropping is a quite typical step for such kind of 
images. To solve our case, one method would be to look 
for rows and columns that have at least one pixel along 
rows and columns that is greater than some lower limit 
or threshold as a pixel value. So, if we are sure that the 
black areas are absolute zeros, we can set that threshold 
as 0. Thus, if img represents the image data, we would 
have correspondingly two boolean arrays: 
(img>tol).any(1) and (img>tol).any(0). 

The results of this stage are presented on Fig. 5 
(several samples of images before preprocessing) and 
Fig. 6 (several samples of images after preprocessing). 

Fig. 5. Samples of retina images before preprocessing 

B. Experimental Details

Colaboratory from Google and Keras framework

were used for experiments. Colaboratory, or "Colab" 

for short, allows to write and execute Python in 

browser, with zero configuration required, free access 

to GPUs and easy sharing. It is a good choice for 

scientific recaches in the fild of AI [7]. Keras is a deep 

learning API written in Python, running on top of the 

machine learning platform TensorFlow. It was 

developed with a focus on enabling fast 

experimentation. 

Fig. 6. Samples of retina images after preprocessing 

C. Machine Learning Model Development and

Evaluation

Deep learning approach has become more popular in
digital image processing. There are a lot of promising 
model for classification tasks. Since AlexNet won the 
2012 Image Net competition, convolution neural 
networks have become more accurate by going bigger. 
While the 2014 ImageNet winner GoogleNet achieves 
74.8% top-1 accuracy with about 6.8M parameters, the 
2017 ImageNet winner SENet (achieves 82.7% top-1 
accuracy with 145M parameters. Recently, GPipe 
further pushes the state-of-the-art ImageNet top-1 
validation accuracy to 84.3% using 557M parameters: 
it is so big that it can only be trained with a specialized 
pipeline parallelism library by partitioning the network 
and spreading each part to a different accelerator. There 
are several state-of-art CNN models suitable for our 
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task: VGG16 [8], ResNet50, Inceptionv3 and 
EfficientNet. We are planning to exam all of these 
architectures. In the framework of our preliminary stage 
we have built machine learning model using VGG16. 

The ImageNet Large Scale Visual Recognition 
Challenge (ILSVRC) is an annual computer vision 
competition [9]. Each year, teams competed on two 
tasks. The first is to detect objects within an image 
coming from 200 classes (object localization). The 
second is to classify images, each labeled with one of 
1000 categories (image classification). This model 
won the 1st  and 2nd place on the above categories in 
2014 ILSVRC challenge. This model achieves 92.7% 
top-5 test accuracy on ImageNet dataset which 
contains 14 million images belonging to 1000 classes. 
VGG-16 architecture map is presented on Fig. 7. 

Fig. 7. VGG-16 architecture map 

The input to the network is image of dimensions 
(224, 224, 3). The first two layers have 64 channels of 
3*3 filter size and same padding. Then after a max 
pool layer of stride (2, 2), two layers which have 
convolution layers of 256 filter size and filter size 
(3, 3). This followed by a max pooling layer of stride 
(2, 2) which is same as previous layer. Then there are 
2 convolution layers of filter size (3, 3) and 256 filter. 
After that there are 2 sets of 3 convolution layer and a 
max pool layer. Each has 512 filters of (3, 3) size with 
same padding. This image is then passed to the stack 
of two convolution layers. In these convolution and 
max pooling layers, the filters use filters with the size 
(3, 3). In some of the layers, it also uses (1, 1) pixel 
which is used to manipulate the number of input 
channels. There is a padding of 1-pixel (same 
padding) done after each convolution layer to prevent 
the spatial feature of the image. 

After the stack of convolution and max-pooling 
layer, there is a (7, 7, 512) feature map. We flatten this 
output to make it a (1, 25088) feature vector. After this 
there are 3 fully connected layer, the first layer takes 
input from the last feature vector and outputs a (1, 
4096) vector, second layer also outputs a vector of 
size (1, 4096) but the third layer output a number of 
classes. Then after the output of 3rd fully connected 
layer is passed to softmax layer in order to normalize 
the classification vector. All the hidden layers use 
ReLU as its activation function. ReLU is more 
computationally efficient because it results in faster 
learning and it also decreases the likelihood of 
vanishing gradient problem [10]. 

The pre-trained model was trained on ImageNet and 
not on medical images. In experiments all layers for 
image feature extraction are used. The decision making 
layers of pre-trained model were deleted. Batch 
normalization, flatten and dense layers were added in a 
new model, Fig. 8.  

Fig. 8. Used neural network model 

 The initial image dataset was divided into two sets 
for training, and testing (70% and 30 %). The validation 
set consists of 100 images. Details about training 
processing are presented on Fig. 9, 10. Numerical 
results are presented in Table I. 

Fig. 9. Model Loss on Training and Validation Datasets 

Fig. 10. Model Accuracy on Train and Validation Dataset 

131

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

http://www.image-net.org/challenges/LSVRC/


TABLE I. TABLE TYPE STYLES 

Model 
Pre-trained 

dataset 

Precision Recall 

VGG16 ImageNet 0.9230 0.8763 

V. DISCUSSIONS

We have obtained preliminary acceptable results from 

the first phase of the study. It is obvious that the deep 

learning approach is a priority in computer vision in 

general and in our applied problem in particular. The 

neural network architecture used is not the best, but it 

allows you to get preliminary results and understand the 

range of problems. It is also necessary to carefully 

implement the stages of image preprocessing (noise 

reduction), since this may impair the classification results. 

VI. CONCLUSIONS

The method for retina image analysis has been 

developed, based on image preprocessing stage and 

deep neural network as machine learning model. This 

is the preliminary results of big projects for retina 

image analysis. The main focus was done for diabetic 

retina images. Also the scheme of new technology for 

retina image analysis was presented. 
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Abstract. The discussed problem is to verify whether 

a reactive control system design with concurrency 

behavior meets its specification. A model of the desired 

behavior is in the form of parallel automaton that 

describes concurrent control algorithms. It is proposed 

to generate test patterns in the process of simulating the 

design specification of a concurrent system, which 

includes an algorithm for the behavior of not only the 

system itself, but also the environment of the designed 

device. 
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I. INTRODUCTION

The paper deals with the problem of verification of 
digital systems with parallelism of behavior. In the 
functional verification phase, it is established whether 
the designed device implements the desired behavior, 
i.e. whether it works according to the requirements set 
in its specification. The interest in the problem is 
motivated by the fact that with the growth of the 
complexity of the designed control systems, the labor 
costs for their testing also grow. The testing and 
debugging phase accounts for up to 60 - 80% or more 
of the total cost of developing control systems. 

The most common approach to verification is 
simulation testing, which requires a test system, 
which is a specialized software environment that 
solves three main tasks: generating a test sequence; 
verifying the correct behavior of the component 
under test and evaluating the completeness of testing 
relative to the original specification. A test is a 
sequence of sets of signal values applied to the input 
of a device under test and a set of expected signal 
values generated by it. The purpose of the 
verification test is to identify errors as a result of 
situations where the expected results do not coincide 
with the results of the device under test when the 
corresponding test sequence is submitted [1]. 

The quality of testing directly depends on the test 
sequences used. The methods for constructing test 
sequences traditionally used in testing practice are 

based on manual, random and directed test 
generation. Although such tests allow detecting a 
significant number of errors in the design, they do 
not give an estimate of the completeness of the 
coverage of the operation area of the device under 
test. In this sense, more effective is the verification 
of control systems based on model checking [2, 3]. 
In the case, a test sequence is generated based on a 
model describing the desired system behavior, which 
is specified by a device design specification in a 
certain language. Tests are built on the basis of the 
specification of the designed system in an 
algorithmic way; the responses of the device under 
test are compared with the expected values derived 
from the specification. 

If the model is correct and the device under test 
must implement the specified behavior (and only it), 
then the successful passing of tests, generated 
appropriately based on this model, can serve as a 
sufficient guarantee of the system correct 
implementation. The description of the specification 
is assumed to be correct. The internal structure of an 
implementation under test can be viewed as a black 
box. The assessment of the completeness of testing 
is determined by the degree of coverage of the 
scenarios of the device operation, specified by the 
specification. 

The verification problem is considered for the case 
of reactive systems [4]. The peculiarity of these 
systems (as opposed to systems of transformational 
type) lies in the continuous (and, in the general case, 
infinite) exchange of signals with the external 
environment to accomplish the task. The most popular 
model of reactive systems is the state machine [5, 6], 
which describes sequential behavior and is widely 
used to describe protocols 

However, there are a number of systems in which 
the expressive means of finite state machines are 
insufficient. The most important property of such 
systems is the inherent parallelism of the processes 
occurring in them. The problem of model-based 
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verification for devices with concurrent behavior has 
not yet been sufficiently studied. One of the most 
studied types of models of such devices is a system 
consisting of simultaneously operating components, 
which is modeled as a network of finite state machines 
or labeled transition systems (LTS) [3]. Approaches to 
testing labeled transition systems were proposed [7], 
in which this problem was considered as checking the 
system for input-output conformance - ioco relation. 
The device under test meets the specification in 
respect to ioco relation if, after any sequence of inputs 
allowed by the specification, the observed responses 
of the device under test meet the values expected in 
the specification. 

There are also known approaches to generating 
test sequences for systems using models of "true 
parallelism", where some actions are performed in 
parallel and in the same component, and when it is 
necessary to control the order of execution. These 
approaches are based on Petri nets. Test cases for 
such systems are generated on the basis of the Petri 
net reachability graph [8], according to which test 
cases are generated by traversing it [9–11], 
similarly to how it is done for the case of finite 
state machines [12]. Reachability graph-based 
verification is one of the most studied approaches 
to verifying systems with behavior parallelism. The 
disadvantage of this approach is the exponential 
growth of the size of the space of possible states of 
the system and, accordingly, the size of the 
reachability graph. As a result, the reachability 
graph faces the problem of an explosion in the 
number of states, which negatively affects the 
performance of testing complex systems. 

The paper considers the problem of constructing 
a test system for verifying the circuit (or software) 
implementation of a control device with parallelism 
of behavior. As an example of such systems, 
control systems in industry, where it is necessary to 
take into account the parallelism present in control 
objects, can be mentioned. Within the framework of 
this system, the specification of the designed device 
is set in the PRALU language for describing 
parallel control algorithms [4]. The same language 
describes the behavior of an object controlled by a 
designed device. The control object is considered as 
a part of the test environment. The device 
implementation is viewed as a black box for which 
only inputs and outputs are available. Test 
sequences are formed on the basis of the described 
algorithms for the behavior of the device and the 
control object dynamically - in the process of 
simulating the control algorithm. 

II. LANGUAGE TO SET SPECIFICATIONS FOR 

DESIGNING DEVICES WITH PARALLELISM OF BEHAVIOR 

Concurrency in a specification arises for a variety 
of reasons. For example, it can be a multi-block 
system in which some actions are performed in 
parallel, but in different components. And finally, 
systems with "real parallelism", when some actions 
are performed in parallel and in the same component, 

The problem of designing control devices is one of 
the most important in the automation of production 
processes in various industries. When solving the 
problem of implementing control devices, one has to 
deal with the parallelism present in control objects. 
The aim of such object control is to ensure the 
interacting components to work in parallel and 
asynchronously in a coordinated manner. The 
parallelism present in control objects is reflected in the 
functional model of digital devices that control these 
objects. It is also inherent in digital devices of this 
class that control actions and signals about the state of 
control objects are described by Boolean variables, 
and only a small percentage of all information is 
numerical. At present, networks of interacting finite 
state machines and languages based on Petri net are 
used as the language for setting the specification for 
the design of control devices. 

To set the specification for the design of devices 
with parallelism of behavior, it is proposed to use 
parallel logic control algorithms, which are widely 
used in the design and testing of digital systems. One 
of such languages is the PRALU language [4] for 
describing logic control algorithms. Algorithms in the 
PRALU language are represented in the form of causal 
dependencies between events occurring in a technical 
system, the behavior of which is described in terms of 
binary variables: control actions and signals about the 
state of the control object are Boolean variables. 

The main operations of the PRALU language 
waiting are acting operations. The waiting operation 
"– kin" boils down to waiting for the moment in time 
when the conjunction kin takes the value 1. The acting 

operation " kout" is performed by assigning the 
variables that form the conjunction kout to values that 
turn it into 1 In one of the interpretations of the acting 
operations in the language, it is assumed that all 
internal variables (if any in the description) and output 
(or control) variables retain their values until any of 
the acting operations changes them. The waiting and 
acting operations can be interpreted as polling the 
states of the sensors of the control object and issuing 
commands to the executive and signal equipment. 

A control algorithm on PRALU is represented by 
an unordered set of sentences, each of which opens 
with a label and consists of one or several equally 
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labeled linear chains of language operations, ending 

with transition labels: "i: li  i", where li denotes 
some linear algorithm consisting of language 

operations; i and i are initial and final labels, which 
are non-empty subsets of elements from the set M = 
={1, 2,…, m}, which can be interpreted as partial 
states (in the sense that they can exist simultaneously). 

The order of execution of the chains in the process 
of a control algorithm implementation is determined 

by the start set N [4], its current values are Nt  M. 
Among the algorithm proposals, one is distinguished 
as the initial; its label is entered into the set N before 
the implementation of the algorithm. 

In the process of a control algorithm 
implementation, the chains are started independently 
of each other. If at some moment in time for some 

chain "i: li  i" the condition i  Nt is satisfied and 
the event ki

in is realized, with the expectation of which 
the chain li begins, then it is started. In this case, Nt is 

replaced by (Nt \ i)  i, and after the end of the 

chain, the new state of Nt becomes equal to (Nt \ i)  

i. The syntactically parallel algorithm is characterized 

by the presence of labels |i|  1, |i|  1. An 
alternative branching is provided by the constraint 

(i  j)  (i  j)(ki
in  kj

in=0). 

As an example, we will give a parallel algorithm 
describing the cycle of the manipulator, which consists 
in moving it between the extreme positions recorded 
by the sensors r and l. Movements to the left and to the 
right are initiated by signals L and R, respectively. In 
the initial position, the manipulator is in position r and 
starts the working cycle after pressing s button. The 
manipulator is controlled by the buttons of the control 
panel "enable" - s and "disable" - e. These buttons can 
be pressed during the working cycle in any sequence, 
the manipulator reacts to them only in the position r: it 
continues the working cycle if the s button was 
pressed last, or stops if e. 

Description of the control algorithm in the PRALU 
language, defined on the sets {s, e, r, l} and {L, R} of 
input (or conditional) and output (control) variables: 

RUNNING_CYCLE(s, e, r, l / R, L) 

1:  2.3 

2: – g  L – l L  R – r R  2 

3: – s  g – e g  3 

The control algorithm is cyclical: once started, it 
can function indefinitely. Input variables of the 
algorithm are the variables s, e, r, l, these variables fix 
the state of the environment. Output variables L, R 
initiate movement to the left and to the right. In 
addition, there is one more internal variable g, 

introduced to remember the fact of pressing the s or e 
button during the operating cycle of the manipulator: 
g = 1, if s button was pressed last, and g = 0, if e. 

III. SIMULATION OF REACTIVE SYSTEMS WITH 

PARALLELISM OF BEHAVIOR 

In [4], it was proposed to characterize digital 
devices by the type of algorithmic description. 
Devices, the model of which are classical algorithms 
(scheduling algorithms), belong to the type of 
transformation. Their purpose is to compute some 
result from the original data through a finite sequence 
of steps. Examples of such systems are processors, 
programming language compilers, web servers. 

The purpose of a reactive system [4] is to interact 
with the environment. The behavior of a reactive 
system is set by a control algorithm. The functioning 
of reactive systems, ideally, never ends. It follows that 
the algorithm of a reactive system is not an algorithm 
in the sense of the classical theory of algorithms (there 
is no sign of a finite number of steps). In current 
literature, control algorithms are called 
communication protocols. Nevertheless, to formalize 
these algorithms, one can use the same approach as for 
transformation systems - description by specifying a 
formal language and an abstract computational 
mechanism. Examples of such devices are controllers 
of computer peripheral devices connected to a 
common bus, embedded systems and equipment 
control devices. Recently, the term "reactive system" 
began to be used to designate software systems in 
which data streams are processed asynchronously, the 
volume of which is not predetermined [13]. 

Traditionally, a protocol has been modeled as a set 
of interacting processes, where each process is 
described as an extended state machine that has a 
finite number of states. In modern verification 
systems, the interaction of processes is represented as 
communication, in which the acts of communication 
are transactions through common data structures 
called channels. The transaction-level model (TLM) is 
a performance-enhancing tool (up to 1000 times faster 
than RTL). The most popular and widely used 
language for simulating TLM level is SystemC (IEEE 
1666 standard), which is an extension of the C ++ 
language. An executable program that results from 
compiling a SystemC model with any ANSI-
compliant C ++ compiler implements a simulator with 
integrated simulation controls. Concurrency in 
SystemC has the semantics of interleaving the 
operations of sequential processes. SystemC 
concurrent processes are threads that are scheduled for 
sequential execution by the native scheduler SystemC 
based on cooperative multitasking cooperative 
multitasking. 
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The multithreading model has significant non-
determinism, and SystemC processes are specially 
organized to eliminate this non-determinism. Atomic 
operations of processes, which are transactions, are 
linearizable. Linearizability is a property of a program 
in which the result of any parallel execution of 
operations is equivalent to some of their sequential 
execution [14]. For any other thread, the execution of 
the linearizable operation is instantaneous: the 
operation has either not started, or it has completed. 

Synchronization of TLM processes at the 
transaction level is carried out by a barrier mechanism 
[15]. The barrier is the points in the source code where 
each process must pause and wait for all processes in 
the group to reach the barrier. In the SystemC TLM 
model, barrier points are set by calls to the wait (.) 
function. 

IV. SIMULATION OF DEESCRIPTIONS OF REACTIVE

SYSTEMS IN PRALU LANGUAGE  

Algorithms in the PRALU language can be 
interpreted by the TLM model; this requires a 
refinement of the semantics of waiting and acting 
operations. The essence of the refinement is to extend 
the definition of the partial order of the implementation 
of operations, given by the original parallel algorithm, 
to a linear order. An interleaving parallelism model is 
used, in which concurrency is understood as the ability 
to order operations in an arbitrary way. Waiting and 
acting operations are considered as compositions of 
some elementary operations. In this interpretation, 
algorithms on PRALU have the property of 
linearizability, i.e. the result of parallel execution of the 
algorithm is equivalent to some sequential execution of 
atomic operations. Transactions in algorithms on 
PRALU are represented by waiting and acting 
operations that have a common variable and describe 
the interaction event [16]. 

The data structure in the TLM model of the 
PRALU algorithm is a vector of variable values, the 
components of which are pairs representing the 
current and planned values for each variable. Access 
to the vector components of variables is carried out 
through the operation of setting the planned value of 
the algorithm variable and the operation of checking 
the value of the conditional variable. The 
implementation of a waiting operation for an 
algorithm on the PRALU consists of the sequential 
execution of the operations of algorithm suspending 
and checking the values of the variables in the vector 
of current values, the acting operation consists of 
performing the operations of setting the planned 
values of the variables. 

When describing the scheduling procedures for 
computations associated with the linear ordering of 

partially ordered operations, the concept of a branch is 
traditionally used as a set of sequential subprocesses 
starting with a given operation. A sequential 
subprocess is usually called the maximum chain of 
operations of a process that are in a direct sequence. A 
branch is a dynamic object generated by the operation 
of its formation and destroyed by the operation of its 
termination. 

Synchronization of concurrent chains of the 
PRALU algorithm is carried out using a barrier 
mechanism. Barrier points are set by the operation to 
suspend execution of branches. The data structure of 
the synchronization barrier is represented in the 
memory by the queue QR of branches ready for 
execution and the queue QW of waiting branches. The 
operation of forming a branch consists in entering its 
first operation into the QR. The meaning of the branch 
termination operation is clear from its name: the 
branch is removed from the QR. 

The fundamental point in simulating algorithms on 
PRALU is the agreement on the duration of the 
execution of the operations of the language; in 
particular, it concerns the acting operations. This 
convention significantly affects the degree of 
conformity of signal changes produced by the 
emulator and appearing at the outputs of the circuit 
implementation. The implementation (as well as 
simulation) of PRALU algorithms is performed under 
some assumption about the duration of the execution 
of the language operations. The most natural 
assumption is that all operations (and, in particular, 
acting operations) have the same duration. 

One of the ways to increase the speed of 
computations is to assume that operations have zero 
duration. In this case, calculations of operations of one 
branch are performed until their continuation requires 
a change in the states of conditional variables. This 
means that branches will only be suspended while 
waiting operations are in progress. For a hardware 
implementation, it is more natural to assume the same, 
but not zero, duration of the execution of acting 
operations. In this case, branch execution is suspended 
after acting operations. 

When simulating the control algorithm, branches 
are sequentially extracted from the QR and executed 
until suspended. The execution of branch G is 
suspended if^ 

1) if its initial fragment "– kin  kout" cannot be
executed on the set of current values of algorithm 
variables; 

2) if its initial fragment "– kin  kout" is already
executed. 
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In the first case, the branch G is transferred to the 
queue QW. In the second case, a new branch is 
entered into the queue QW, starting with the operation 
that should be executed next in the branch G. The 
barrier is reached when the queue becomes empty. 
When the barrier is reached, the following processes 
are started: 

1) transferring elements from the queue QW into
the queue QR (QW becomes empty); 

2) entering the next values of variables as planned
values (if the system is not closed); 

3) sending the planned variables values to the
current ones for each component of the vector of 
variables. Then the first operation from the queue QR 
is started. 

Reaching the barrier fixes the clock cycles of the 
emulator, and the changes in the values of the 
variables (marked in the vector of the planned values) 
correspond to the changes in the signal values at the 
outputs of the circuit implementation of the control 
system when the signal values corresponding to the 
values in the vector of the planned values are fed to its 
inputs. Thus, the verification process of a control 
algorithm can be performed in two ways: 

1) dynamically in the process of debugging the
control algorithm; 

2) on the test sequence obtained after simulation of
the control algorithm. 

The transformation of the description of the 
algorithm in the PRALU language into the TLM 
model is carried out by translating it into expressions 
of the intermediate procedural language, which is 
carried out by substitutions of compositions from 
elementary operations instead of the operations of the 
PRALU language [16]. In the PRALU TLM model, 
there is no need to explicitly specify the barrier points 
(unlike the SystemC model). The barrier is formed 
automatically during the broadcast. Synchronizing 
processes takes longer than computing, especially in 
distributed computing. The operations of forming, 
terminating and suspending branches are related to the 
overhead of organizing computations. 

Barrier synchronization is considered to be quite 
memory and runtime expensive mechanism. However, 
in the TLM model in the PRALU language, each of 
the operations of the barrier mechanism can be 
implemented in modern microprocessors with one 
command, including the suspension, which is 
analogous to the wait (.) function in SystemC. A 
separate scheduler is not required. 

V. METHODOLOGY OF CONSTRUCTING A TEST 

SYSTEM BASED ON THE PRALU LANGUAGE

Let us demonstrate the process of constructing a 
test sequence in the process of simulation and 
debugging the specification for the design of a 
control device given in PRALU language. As an 
example, consider the above algorithm 
RUNNING_CYCLE(s, e, r, l / R, L) of manipulator 
operation. 

In the PRALU language, one can describe the 
functioning of the system as a whole, including not 
only setting the control algorithm, but also describing 
the behavior of its environment (as an object of 
control). This makes it possible to simplify the 
simulation of the control algorithm, since in this case 
it is sufficient to change the values of only those 
variables, the change in the values of which is not 
fixed in these two algorithms (they are external 
variables for the system). In our case these are the 
variables s and e. The description of the behavior of 
the environment is as follows: 

ОС (R, L / r, l/) 

1: – L r  l – R l  r 1 

The above algorithms on PRALU describe the 
functioning of the manipulator system as a whole; 
changes are recorded not only in the internal 
variable g, but also in the values of other variables, 
except for the variables s and e. Before starting the 
manipulator, the variables have the following 
values: s = e = 0, r = 1, l = g = R = L =0, r = 1, set 
by the vector 0010000. 

Let us demonstrate the process of simulation of the 
described manipulator functioning for the case of a 
synchronous implementation of the control algorithm. 
For this case, 10 branches are allocated in the 
algorithms: 

1: – L r |4  l |5 – R l |6  r 1 

2: – g  L |7 – l L |8  R |9 – r R  2 

3: – s  g |10 – e g  3 

Table I shows the cycles of simulation of the 
PRALU manipulator algorithms. Each of the subtables 
corresponds to one simulation cycle spawned by the 
reached barrier Bi. The columns of each of the 
subtables specify the numbers of the branches Gj, 
selected from the queue QR at each cycle; the 
numbers of the branches in the queues QR and QW; 
the vector of current values of the algorithm variables 
at the corresponding step Сi, and vectors Pi of the 
planned values of variables after considering the 
branches. 
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The first row of the subtable shows the states of 
QR, QW, Сi and Pi at the beginning of the 
corresponding cycle. When passing from the i-th cycle 
to the (i+1)-th we set the values to be: QRi+1 = QWi, 
Сi+1 = Сi+1 = Pi. The vector Ti generates with its 
components corresponding to the conditional and 
internal variables the test action, and the vector Сi 
obtained after the execution of the cycle generates a 
reference response to this action, set by the 
components corresponding to the control variables. 

TABLE I SIMULATION STEPS 

Simulation 

steps 

Branches 

Gj 

Queues Variable values 

QRi QWi Ti Pi 

B1 1,2,3  10 100 00 00 100 00 

1 2,3 1 00 100 00 

2 3 1,2 00 100 00 

3  1,2,10 00 101 00 

B2 1,2,10   00 101 00 00 101 00 

1 2,10 1 00 101 00 

2 10 1,7 00 101 01 

10  1,7,10 00 101 01 

B3 1,7,10 00 101 01 00 101 01 

1 7, 4 00 001 01 

7 10 4,7 00 001 01 

10  4,7,10 00 001 01 

B4 4,7,10  00 001 01 00 001 01 

4 7,10 5 00 011 01 

7 10 5,7 00 011 01 

10  5,7,10 00 011 01 

B5 5,7,10  00 011 01 00 011 01 

5 7,10 5 00 011 01 

7 10 5,8 00 011 00 

10  5,8,10 00 011 00 

B6 5,8,10  00 011 00 00 011 00 

5 8,10 5 00 011 00 

8 10 5,9 00 011 10 

10  5,9,10 00 011 10 

B7 5,9,10  10 011 10 00 011 10 

5 9,10 6 00 001 10 

9 10 6,9 00 001 10 

10  6,9,3 00 000 10 

B8 6,9,3  01 001 10 00 001 10 

6 9,10 1 00 101 10 

9 10 1,9 00 101 10 

3  1,9,3 00 100 10 

B9 1,9,3  00 100 10 00 100 10 

1 9,3 1 00 100 10 

9 3 1,2 00 100 00 

3 1,2,3 00 100 00 

B10 1,2,3  00 100 00 00 100 00 

The required tests are represented by pairs of 
vectors: a five-component vector of the test pattern, 
the components of which correspond to the values of 
the variables s, e, r, l, g, and a three-component vector 
of reactions, the components of which correspond to 
the values of the variables g, R, L. 

For the simulation fragment, shown in Table 1, the 
following test sequence is obtained for verifying the 
control device from the initial state: 

10100 / 100;  00101 / 101;  00001 / 101;  00011 / 100; 

00011 / 110;  10011 / 010;  01001 / 010;  00100 / 000. 

Here the first part of each test sets a test pattern and 
the second part shows the expected responses of the 
device under test after feeding it by the test pattern.  

VI. CONCLUSION

The behavior of an embedded control device is 
highly dependent on the object it controls and the 
environment in which it operates. Simulation of the 
control device for verification purposes should be 
carried out in the area of its planned operation. Using 
the PRALU language to describe control algorithms 
makes it possible to specify the behavior of the control 
system as a whole. Currently, there is software support 
for design automation and debugging of control 
systems based on PRALU, which includes simulation 
tools and synthesizers of the PRALU language in the 
hardware model in the Verilog and C languages [16]. 
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I. INTRODUCTION

Few States currently have extensive knowledge and 
significant potential in the field of Artificial Intelligence 
(AI). At the same time, the development of new 
technologies based on AI ideas is proceeding at a very 
high pace, and therefore there are reasonable fears that 
in the foreseeable future the emerging technological gap 
will not only not decrease, but, on the contrary, rapidly 
increase. In addition, although the desired potential is 
concentrated only in limited subjects, the consequences 
of the introduction of AI are not limited and will not be 
limited only to those countries that have similar 
potential. So, in connection with the dynamic 
development of the situation that has arisen, a 
significant number of problematic issues appear, 
although many of them are obviously outside the IP 
policy, and are related, for example, to such areas as 
labor policy, ethics, human rights, etc. [1]. The given 
highlighted list of issues largely corresponds to the 
competencies of WIPO – in the context of intellectual 
property, innovation and the results of creative activity. 
However, the interesting question is “are there any other 
important areas of activity or additional ones in the field 

of artificial and/or hybrid intelligence?”. We present 
several issues currently being discussed from the 
previously proposed positions of forming responsibility 
for administrative decisions in the theory and practice 
of AI [2]. 

It should be noted that since July 1, 2020, an 
experiment has been conducted in Moscow to establish 
special regulations to create the necessary conditions for 
the development and implementation of artificial 
intelligence technologies in the subject of the Russian 
Federation – the federal city of Moscow, as well as the 
subsequent possible use of the results of the use of 
artificial intelligence [3]. 

So, the structure of this discussion report contains 
the following key information points of AI 
popularization [4]: 

 Artificial Intelligence (AI) and Machine
Learning (ML);

 Intelligent Transport Systems (ITS);

 Robots, Mechatronics and Robotic Systems
(RS);

 and some aspects of the problems of the
Technological Gap in the field of Advanced
Systems (new technologies) with reliable signs
of Artificial Intelligence.

It should be especially noted that, along with our 
conference, the workshop “Maturity of artificial 
intelligence: system integration and management 
problems” successfully functions permanently as a 
development of the all-Moscow seminar “Control 
Science of Autonomous Systems”. 

II. ACCENTUATION OF RESEARCH DIRECTIONS

ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING 

In the context of the preferences of natural science 
research, we will begin to review the directions of AI 
and ML. 
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Field of science: natural sciences. Group of scientific 
specialties: 1.2. Computer science and informatics (the 
name of the branch of science in which academic 
degrees are awarded: Physical and mathematical 
sciences). At the current stage, according to the author, 
the formulations used in the draft nomenclature are very 
far from the academic level. However, it is precisely 
such a presentation that will presumably allow us to 
highlight the most important moments of the 
development of the subject area. 

The section specifies key concepts and definitions, 
as well as lists the directions of AI and ML research 
according to the draft nomenclature of scientific 
specialties. 

A. Basic concepts and definitions

For the purposes including this experiment, the
relevant Federal Law (RF) uses the following basic 
concepts: 

Artificial Intelligence (AI) is a complex of 
technological solutions that allows simulating human 
cognitive functions (including self-learning and finding 
solutions without a predetermined algorithm) and 
obtaining results comparable, at least, with the results of 
human intellectual activity when performing specific 
tasks. 

The framework of such technological solutions 
includes information and communication infrastructure 
(including information systems, information and 
telecommunications networks, other technical means of 
information processing), software (including those that 
use ML methods), processes and services for data 
processing and solution search. 

Artificial Intelligence Technologies are technologies 
based on the use of AI (including computer vision, 
natural language processing, speech recognition and 
synthesis, intelligent decision support and promising AI 
methods). 

B. Research directions of the scientific specialty 1.2.1
Artificial Intelligence and Machine Learning

1. Natural science foundations and methods of
artificial intelligence. 

2. Research in the field of evaluating the quality and
effectiveness of algorithmic and software solutions for 
artificial intelligence and machine learning systems. 
Methods of comparison and selection of algorithmic 
and software solutions under many criteria. 

3. Methods and algorithms for modeling cogitative
processes: reasoning, argumentation, recognition and 
classification, formation of concepts. Research in the 
field of neuromorphic methods of data analysis, 
simulation modeling of the structure and functions of 

the brain, including using machine learning methods. 
Neuroinformatics and methods of modeling biological 
nervous systems. 

4. Development of methods, algorithms and creation
of artificial intelligence and machine learning systems 
for processing and analyzing texts in natural language, 
for images, speech, biomedicine and other special types 
of data. 

5. Methods and technologies for the search,
acquisition and use of knowledge and laws, including 
empirical ones, in artificial intelligence systems. 
Research in the field of joint application of machine 
learning methods and classical mathematical modeling. 
Methods and means of using expert knowledge. 

6. Formalization and formulation of management
tasks and (support) decision-making based on artificial 
intelligence and machine learning systems. 
Development of control systems using artificial 
intelligence systems and machine learning methods, 
including control of robots, cars, UAVs, etc. 

7. Development of specialized mathematical,
algorithmic and software for artificial intelligence and 
machine learning systems. Methods and means of 
interaction of artificial intelligence systems with other 
systems and a human operator. 

8. Multi-agent systems and distributed AI.

9. Methods and means of using parallel, quantum
computing, etc. for solving artificial intelligence and 
machine learning problems. 

10. Research in the field of ethical problems related
to the creation and implementation of AI systems, 
including modeling of expected social and economic 
consequences. 

11. Research in the field of "strong AI", including
the formation of a conceptual base and elements of 
mathematical formalism necessary for the construction 
of an algorithmic apparatus. 

12. Research in the field of "trusted" AI class
systems, including the problems of forming test samples 
of use cases, reliability, stability, retraining, etc. 

13. Methods and means of generating arrays of data
and use cases, including "big data", necessary for 
solving problems of artificial intelligence and machine 
learning. Problem-oriented data collections for 
important application areas. 

14. Methods and means of forming arrays of
conditionally real data and precedents necessary for 
solving problems of artificial intelligence and machine 
learning. 
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15. Mathematical research in the field of statistics,
logic, algebra, topology, function analysis and other 
fields, focused on solving problems of artificial 
intelligence and machine learning. 

16. Research in the field of special optimization
methods, problems of complexity and elimination of 
iteration, dimension reduction. 

17. Research in the field of multilayer algorithmic
structures, including multilayer neural networks. 

Related specialties (within the group of scientific 
specialties): 

1.2.2 Mathematical modeling, numerical methods 
and software packages; 

1.2.3 Theoretical computer science, cybernetics. 

III. SUBSTANTIATION OF RESEARCH DIRECTIONS

FOR INTELLIGENT TRANSPORT SYSTEMS

AND ROBOTICS SYSTEMS 

The section highlights the most interesting points of 
substantiation of the directions of research of Intelligent 
Transport Systems (ITS) and Robotics Systems (RS). 

Field of science: Technical sciences. Groups of 
scientific specialties: 2.5. Mechanical engineering; 2.9. 
Transport systems (the name of the branch of science in 
which academic degrees are awarded: technical). 

A. Research directions of the scientific specialty 2.9.8
Intelligent Transport Systems

1. Architectures of intelligent transport systems and
their subsystems. 

2. Integration platforms and buses of intelligent
transport systems. 

3. The life cycle of intelligent transport systems and
intelligent road infrastructure. 

4. Cooperative intelligent transport systems and their
subsystems. 

5. Subsystems, on-board and infrastructure
telematics of intelligent transport systems. 

6. Information and communication technologies and
elements of artificial intelligence in intelligent transport 
systems. 

7. Communication systems and means in intelligent
transport subsystems. 

8. Intelligent systems of technical diagnostics of
elements and devices, control, monitoring, management 
of technological and production processes in transport. 

9. Big data management in the transport complex.

10. Connected, highly automated and unmanned
vehicles. 

11. Elements of intelligent transport infrastructure,
technical means of intelligent transport systems. 

12. Traffic management and automated vehicle
traffic control systems in intelligent transport systems, 
creation of highly automated and unmanned traffic 
systems. 

13. Promising transport systems based on intelligent
passenger and cargo mobility services, built on the tools 
of intelligent transport systems. 

14. Transport planning and simulation of transport
systems. 

15. Digital models of linear objects of transport
infrastructure and transport systems. 

16. Digital doubles of roads and transport routes,
transport infrastructure, vehicles, transport processes. 

17. Systems for ensuring information, functional
safety, as well as road safety in intelligent transport 
systems. 

18. Human-machine interface of a highly automated
and unmanned vehicle. 

19. Transport psychology and psychophysiology.

20. Management of mobility in agglomerations and
transport behavior. 

21. Regulatory regulation of the development and
implementation of intelligent transport systems. 

Related specialties (within the group of scientific 
specialties): 

2.9.1 Transport and transport-technological systems 
of the country, its regions and cities, organization of 
production in transport; 

2.9.3 Railway rolling stock, train traction and 
electrification; 

2.9.4 Management of transportation processes; 

2.9.5 Operation of road transport; 

2.9.6 Air navigation and operation of aviation 
equipment; 

2.9.7 Operation of water transport, waterways and 
hydrography; 

2.9.9 Logistics transport systems; 

2.9.10 Technosphere safety in transport systems. 
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B. Research directions of the scientific specialty 2.5.4
Robots, Mechatronics and Robotic Systems

1. Development of theoretical foundations and
methods of analysis, structural and parametric synthesis 
and computer-aided design of robots and robotic 
systems. 

2. Theory and methods of creating robots and
mechatronic devices based on new physical effects and 
phenomena, principles and methods of their 
construction for various conditions and environments of 
application. 

3. Development of principles and methods of
construction of mechatronic devices and systems as a 
result of the synergetic combination of precision 
mechanics units, electrical, electro-pneumatic, 
electrohydraulic, electronic and computer components 
to design and application of qualitatively new machines, 
systems and modules with highly efficient digital 
control of their functional motions. 

4. Mathematical and semi-natural modeling of
mechatronic and robotic systems, analysis of their 
characteristics based on the results of modeling. 

5. Methods, algorithms, software and hardware for
controlling robots, robotic and mechatronic systems, 
including adaptive, optimal, distributed, intelligent and 
supervisory control. 

6. Mathematical and software, computer methods
and means of information processing in real time in 
robots, robotic and mechatronic systems. 

7. Methods of experimental research, creation of
prototypes and experimental stands for the development 
of robots, robotic and mechatronic systems. 

8. Planning and implementation of movements and
actions, individual and group control of mobile robots 
of land, air, underwater and space-based. 

9. Methods of calculation and design of mechatronic
servos, executive, sensor and control components of 
robots, robotic and mechatronic systems. 

10. Interfaces and methods of human interaction
with robots. Methods of effective and safe joint work of 
humans and robots. 

11. Research, improvement of the efficiency and
safety of operation of automated technological 
processes created based on robotic and mechatronic 
systems, including in collaborative robotics. Methods 
and tools for computer-aided design, analysis and 
optimization of robotic complexes, cells and lines. 

Related specialties (within the group of scientific 
specialties): 

2.5.2 Machine Science; 

2.5.11 Ground transport and technological facilities 
and complexes; 

2.5.21 Machines, aggregates and technological 
processes. 

IV. PRELIMINARY CONCLUSIONS

A. Related Research Areas

Considering the characteristic features of 
interdisciplinary research for the fields of science 
(1. Natural Sciences; 2. Technical Sciences), we will 
distinguish for groups of scientific specialties 
(1.2. Informatics and Computer Science; 2.5. Mechanical 
Engineering) related research areas in their respective 
specialties. For AI and RS – shown in Table I. 

TABLE I.  RELATED RESEARCH AREAS FOR AI AND RS 

No.a 

Scientific Specialty 

scientific specialty, name 
the code of the 

nomenclature 

I 

Mathematical modeling, 

numerical methods and software 

packages 

1.2.2 

Theoretical Informatics, 

Cybernetics 
1.2.3 

II 

Machine Science 2.5.2 

Ground transport and 

technological facilities and 

complexes 

2.5.11 

Machines, aggregates and 

technological processes 
2.5.21 

a. For the recommendation of scientific specialties in the dissertation

councils being created 

For interrelated scientific specialties (1.2.1 Artificial 
Intelligence and Machine Learning; 2.5.4 Robots, 
Mechatronics and Robotic Systems), respectively, – 
groups I and II. The summary Table II shows 
additional groups of scientific specialties in the 
context of ITS and IT. 

TABLE II. RELATED RESEARCH AREAS FOR IT AND ITS 

No.a 

Scientific Specialty 

scientific specialty, name 

the code of 

the 

nomenclature 

III 

Vacuum and plasma electronics 2.2.1 

Technology and equipment for 

the production of materials and 

electronic devices 

2.2.3 

Photonics 2.2.7 

Design and technology of 

instrumentation and radio-

electronic equipment 

2.2.9 

IV 

Automation and control of 

technological processes and 

production facilities 

2.3.2 
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No.a 

Scientific Specialty 

scientific specialty, name 

the code of 

the 

nomenclature 

Management in organizational 

systems 
2.3.4 

Informatics and information 

processes 
2.3.8 

V 

System analysis, control and 

processing of information 
2.3.1 

Management in organizational 

systems 
2.3.4 

Mathematical and software 

support of computers, complexes 

and computer networks 

2.3.5 

Methods and systems of 

information protection, 

information security 

2.3.6 

VI 

Automation and control of 

technological processes and 

production facilities 

2.3.3 

Mathematical and software 

support of computers, complexes 

and computer networks 

2.3.5 

Computer modeling and design 

automation 
2.3.7 

VII 

Transport and transport-

technological systems of the 

country, its regions and cities, 

organization of production in 

transport 

2.9.1 

Railway rolling stock, train 

traction and electrification 
2.9.3 

Management of transportation 

processes 
2.9.4 

Operation of road transport 2.9.5 

Air navigation and operation of 

aviation equipment 
2.9.6 

Operation of water transport, 

waterways and hydrography 
2.9.7 

Logistics transport systems 2.9.9 

Technosphere safety in transport 

systems 
2.9.10 

Thus, we will summarize the preliminary result of 
comparing related research areas (the field of science:  

2. Technical Sciences), for groups of scientific
specialties: 

2.2. Electronics, photonics, instrumentation and 
communications (scientific specialty:  

2.2.2 Electronic component base of micro-and 
nanoelectronics, quantum devices);  

2.3. Information technologies and telecommunications 
(scientific specialties:  

2.3.1 System analysis, control and information 
processing;  

2.3.2 Computer systems and their elements; 

2.3.8 Informatics and information processes) and 

2.9. Transport Systems (scientific specialty: 

2.9.8 Intelligent Transport Systems). In the table, 
they are sequentially placed under the numbers from III 
to VIII. By the time of the conference, the content of the 
nomenclature can be significantly changed when 
clarifying the directions of research [4]. Factual data and 
illustrations will be argued in the presentation of this 
report. But at the conference, it is proposed to discuss the 
prospects for cooperation in the creation of joint 
dissertation councils in the presented areas. Other 
discussion points, due to the limited volume of the report, 
it is possible to submit for prolonged discussion within the 
log of the Workshop “Maturity of artificial intelligence: 
system integration and management problems,” in 
ResearchGate [https://www.researchgate.net/~project/ 
Workshop-Maturity-of-artificial-intelligence-system-
integration-and-management-problems]. 

B. Prefinals Clauses

Some features of understanding modern concepts in
an extremely interesting emerging field are proposed for 
discussion: protection of intellectual property – objects 
related to the problem of breakthrough technologies to 
a greater or lesser extent with the definition of 
characteristic (primary, verifiable, reliable, etc.) 
features and elements of so-called AI systems [2]. The 
short-term perspective includes specialized 
accentuation [5–7]: Addresses the issue of Cognitive 
Semantics’ aspects that cannot be represented by 
traditional digital and logical means; Discusses 
necessary conditions for purposeful and sustainable 
convergence of Decision-Making. 
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Abstract. In data analysis the issues of statistical decision 
making on parameters of observed stochastic data flows are im-
portant. To solve the relevant problems, here sequential statistical 
decision rules are used. The sequential statistical decision rules 
traditionally used loose their performance optimality in situations 
that are common in practice, when the hypothetical model 
is distorted. Here the robustified sequential decision rules are 
constructed for three models of observation flows: independent 
homogeneous observations; observations forming a time series 
with a trend; dependent observations forming a homogeneous 
Markov chain.

Index Terms: sequential decision rule, time series with trend, 
homogeneous Markov chain, distortion, robustness

I. INTRODUCTION

In applications, a problem of stochastic data flows analysis 
is often important [1], aiming decisions on one of two possible 
modes of a system that generates such a flow. The mode 
corresponds to a parameter value (or a value of parameters 
vector) that defines the probabilistic properties of the observed 
data.

To construct efficient decision rules, one of possible ap-
proaches is the sequential statistical analysis [2]. It exploits the 
key concept concerning the number of observations needed to 
make a decision with given small levels of error probabilities. 
It is not fixed a priori, and is defined through the observation 
process on the basis of the observed random values, so it is 
random itself [3]. The number of observations is tailored for 
each situation with the observed data flow, and this feature 
makes effective the resulting decision rule. There are two 
admissible decisions after each observation received: to stop 
the process and to decide in favor of one of two defined 
hypotheses, or to collect the next observation, as the requested 
accuracy is not reached at the moment. Although theoretical 
analysis of sequential decision rules is not trivial, it is widely

The research is supported by the State research program “Digital and space 
technologies, human and state safety”.

used in medicine, finance, quality control, and other fields,
where the cost of each observation is not ignorable.

Here we use the approach developed in [4], [7], to construct
robustified sequential decision rules, i.e. the rules that are
robust [4], [5] under distortions of the hypothetical model of
data [6]. In other words, their performance characteristics are
essentially less influenced by the distortions as compared to
the sequential decision rules that are traditionally used.

II. SEQUENTIAL DECISION RULE FOR THE FLOW OF
INDEPENDENT HOMOGENEOUS OBSERVATIONS

Let a data flow of independent random vectors x1, x2, . . .
be observed with a probability distribution Pθ that has the
probability density function pθ(x), x ∈ U ⊆ RN , where θ ∈
Θ = {0, 1} is a parameter value which is not observed.

There are two hypotheses corresponding to two modes of
the system, in terms of the parameter value:

H0 : θ = 0, H1 : θ = 1.

A sequential decision rule is defined as a pair of com-
ponents: stopping moment rule, and acceptance (terminal
decision) rule. Consider a family of sequential decision rules
δλ = (τλ, dλ) based on function λ(·): U → R, where

τλ = inf{n : Λn 6∈ (C−, C+)}

is the stopping moment rule (the result depends on x1, . . . , xn
and that is why it is random), and

dλ = 1[C+,+∞(Λn)

is the terminal decision rule in favor of the hypothesis Hi, if
dλ = i, i ∈ {0, 1}.

The test statistic is

Λn = Λn(x1, . . . , xn) =
n∑
t=1

λ(xt), n ∈ N = {1, 2, . . . }.

146

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



The parameters C−, C+ ∈ R, C− < C+ are called thresholds
and calculated according to:

C− = log
β

1− α
, C+ = log

1− β
α

,

where α, β are values given by a user for admissible levels of
error type I (H0 is true, but declined) and II (H1 is true, but
declined) probabilities.

For the traditionally used sequential probability ratio test

λ(u) = log
p1(u)

p0(u)
, u ∈ U.

Let the described above hypothetical model be distorted:

P̄k(x) = (1− εk)Pk(x) + εkP̃k(x), x ∈ U, k ∈ {0, 1}

be the factual data flow observations probability distribution,
representing a mixture of the hypothetical probability distri-
bution Pk and of the contaminating probability distribution
P̃k, where εk ∈ [0, 12 ) is the probability of contamination
(contamination level).

To construct the robust sequential decision rule, a family of
modified sequential tests δg = (τg, dg) is developed:

τg = inf{n :
n∑
t=1

g(λW (xt)) 6∈ (C−, C+)},

dg = 1[C+,+∞(
n∑
t=1

g(λW (xt))),

where

g(z) = g−1(−∞,g−)(z) + z · 1[g−,g+](z) + g+1(g+,+∞)(z),

z ∈ R.

Here g−, g+ ∈ R are extra parameters of the developed
sequential decision rules. Using this paprameters, the robus-
tified sequential decision rules are constructed with minimax
criterion w.r.t. the risk function.

III. INHOMOGENEOUS DATA FLOWS FORMING TIME
SERIES WITH A TREND

Consider the model of stochastic data flow, where inhomo-
geneous independent observations forming a time series with
a trend [8].

Let x1, x2, . . . be observations of a time series with a trend:

xt = θTψ(t) + ξt, t ≥ 1,

where ψ(t) = (ψ1(t), . . . , ψl(t)), t ≥ 1, are the vectors of the
trend basic functions, θ = (θ1, . . . , θl)

T ∈ Rl is a vector
of coefficients, their values are not known along with the
observation process, {ξt, t ≥ 1} is a sequence of independent
identically distributed random variables from N1(0, σ2).

To give more flexibility in the decision making, the case
of M simple hypotheses is considered w.r.t. the vector θ. The
following two sequential test were analyzed.

A. M -ary sequential probability ratio test. It uses the pos-
terior probabilities of the hypotheses. The stopping time Na

and the final decision da for this test are defined by the
equations:

Na = inf

{
n ≥ 1 : ∃m ∈ {1, . . . ,M},

P{Hm | x1, . . . , xn} >
1

1 +Am

}
,

da = arg max
1≤m≤M

P{Hm | x1, . . . , xNa},

where Am ∈ (0, 1] are some specified constants, m ∈
{1, . . . ,M}, da = m means that the decision in favor of the
hypothesis Hm is made.

B. Matrix sequential probability ratio test. Denote

Λn(i, j) = ln

(
n∏
t=1

n1(xt; (θi)
Tψ(t), σ2)

n1(xt; (θj)Tψ(t), σ2)

)
;

τi = inf{n ∈ N : Λn(i, j) > bij ,

∀j ∈ {1, . . . ,M} \ {j}}, i ∈ 1, . . . ,M,

where B = (bij), i, j ∈ {1, . . . ,M}, is the matrix of the
test thresholds (using them, the error probabilities of the test
are controlled by the user f the decision rule). For this test
the stopping time Nb and the final decision db are defined as
follows:

Nb = min{τi : i ∈ {1, . . . ,M}}, db = arg min
i∈{1,...,M}

τi.

For the two sequential tests defined above, the termination
with probability 1 property and the finiteness of all moments
of the random stopping time are proved under a condition rea-
sonable and affordable for practice. For the M-ary sequential
probability ratio test, upper bounds for the error probabilities
are derived.

A robustified version of the matrix sequential probability
ratio test based on change limitation for the test statistics
is constructed and its properties are analyzed via numerical
experiments.

IV. DEPENDENT DATA FLOW FORMING A HOMOGENEOUS
MARKOV CHAIN

Consider here the situation, where observations are depen-
dent and forming a homogeneous Markov chain [4].

Let the data flow be dependent observations forming a
homogeneous Markov chain x1, x2, . . . , with possible values
in the set V = {0, 1, . . . ,M − 1}. Denote the vector of initial
states probabilities by π = (πi), i ∈ V , and the one-step
transition probabilities matrix by P = (pij), i, j ∈ V , that
are: P{x1 = i} = πi, P{xn = j | xn−1 = i} = pij , i, j ∈ V ,
n > 1.

There are two hypotheses concerning the Markov chain
parameters introduced above: H0: π = π(0), P = P (0) with
the alternative H1: π = π(1), P = P (1), where π(0), π(1)

are the given values of the initial states probabilities vector,

147

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



P (0) 6= P (1) are the one-step transition probabilities matrices
for correspondent hypotheses. Denote also:

λ1 = ln
P1{x1}
P0{x1}

, λk = ln
P1{xk | xk−1}
P0{xk | xk−1}

, k > 1,

Λn =
n∑
k=1

λk, n ∈ N,

where Ps{x1} is the probability to observe the value x1,
Ps{xk | xk−1} is the probability to observe xk at the moment
k provided at the moment k−1 the value xk−1 was observed,
if hypothesis Hs, is true s ∈ {0, 1}.

As it was done above, construct the sequential decision rule
to decide in favor ofH0 orH1. According to this decision rule,
with given thresholds values C−, C+ ∈ R, C− < 0, C+ > 0,
hypothesis H0 is accepted on the basis of n observations,
if Λn ≤ C−. Hypothesis H1 is accepted, if Λn ≥ C+,
otherwise the observation process is not stopped, and (n+1)-th
observation is requested.

Correspondent families of modified sequential decision
rules are developed. Within the developed families, the robusti-
fied sequential decision rules are constructed with the minimax
risk criterion [10].

V. CONCLUSION

The approach is applied to analysis of COVID-19 incidence
dynamics process in the Republic of Belarus to identify types
of trajectories: growth, horizontal fluctuation, decrease [11].
Also cases of composite hypotheses can be treated with the
discussed approach [9].
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Abstract. The tasks of knowledge logging in the form 

of semantic networks of the model of the unified 
semantic knowledge representation are considered. The 
formal model of a semantic log of repeating events in 
knowledge processing and algorithms for adding and 
retrieving logged events from the log are presented. 
The spatial-time structure of logged processes should 
satisfy a forward branching time model. 

Keywords: semantic logging, repeated events, 
semantic networks, branching time, full persistence, 
unified semantic knowledge representation model, 
multi-agent system, cognitive architecture 

I. INTRODUCTION

Semantic logging (SL) is a mechanism designed to 
provide the intellectual system with introspective 
capabilities in order to endow it with the qualities of 
an artificial consciousness, including the ability to 
explain one’s own work and its results [1]. It should 
take into account the non-factors of knowledge [3] 
including its incompleteness, uncertainty, 
hypotheticality as well as requirements for working in 
real time [10]. SL consists in recording in the 
knowledge representation language, for example, in the 
form of a semantic network, a knowledge about an 
order (system) of actions and events (phenomena) 
occurred in processes of knowledge processing. 

II. OVERVIEW

SL can be considered as one of the approaches to 
a process introspection [6]. SL approach was 
descrbied in several previous works [4, 5, 9–11, 16]. 
From the point of view of the becoming structure 
or structure of time, there are several types of 
process time models: linear time, tree or branching 
time, directed acyclic time structure, arbitrary time 
structure [2, 9–11, 13]. From the point of view of the 
data structure processing there are also several types of 
persistent data structures (DS): partially persistent DS, 
fully persistent DS, confluently persistent DS [7, 9]. 
One of the approaches to achieve DSs persistence 

(structures when some changes are made to them 
retain all their previous states and access to those 
states) is using CoW data structures [8]. 

There are also several points of view for 
knowledge processing (KP) in multi-agent an AI 
systems: concurrent and distributed KP [6] without a 
certain global state or common knowledge base such 
as in actor model; coordinated and partially 
synchronized KP via such means as blackboard 
systems [15], fully synchronized KP using global 
states as in state space search models and algorithms 
(using various logics) [2]. 

Some algorithms and models have been proposed 
for acyclic process structures [9–11]. All considered 
models do not take events repetitions into account. 

Their basic algorithms solve mostly SL generation 
and information retrieving tasks. 

A. Basic procedures

1) Generation: The following log (pre-existing
and possibly empty) generation algorithm (Fig. 1) 
pushes pre-created event identifiers with links 
providing full persistence of the structure of the 
semantic log as a set of its integrated versions. 

LE, log, e, n  ← 
if (undefined (log))

log, g  ← createLeaf Link (LE, log, e, n, 2) 
else 

l ← getFirstLink (log)
c ← getCoefficient (log, l) 
log, g  ← createLeaf Link (LE, log, e, n, 2/c) 
 while (hasNextLink (log, l) ∧ (c = 1))
f, p, c  ← l, getN extLink (log, l) , 1
l ← p 
if (hasNextLink (log, l)) 

l ← getNextLink (log, l) 
c ← getCoefficient (log, l) 

g ← createPair (log, f, p, 2/c, g) 
g ← appendLink (log, l, g) 

← log 

Fig. 1. Log link generation algorithm 
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2) Retrieving information: There are two basic

search algorithms in such SL structures (Fig. 2, 3). 

log, i  ←
l, c, s  ← getFirstLink (log) , 1, 1
j ← getIdentifier (log, l) 
while (hasNextLink (log, l) ∧ less (i, j)) 

n ← getNextLink (log, l) 
d, k ← n, 1
while (k < c) k, d ← k + k, getDownLink (log, d)
j ← getIdentifier (log, d) 
if (¬less (j, i))

s ← s + c 

c ← c ∗ getCoefficient (log, l) 
l ← n 

while (1 < c) 

l ← getDownLink (log, l) 

d ← l
if (hasNextLink (log, l)) 

n ← getNextLink (log, l) 

d ← n 
c, k ← c/2, 1

while (k < c) k, d ← k + k, getDownLink (log, d)

j ← getIdentifier (log, d) 
if (¬less (j, i)) s, l ← s + c, n 

if (less (j, i) ∨ less (i, j)) ← s 
← s, l 

Fig. 2. Get event by identifier algorithm 

log, n ← 
l, c, s ← getFirstLink (log) , getCoefficient (log, l) , 1 
while (hasNextLink (log, l) ∧ ¬ (n < s + c))

s, l ← s + c, getNextLink (log, l)

c ← c ∗ getCoefficient (log, l) 
c ← c/getCoefficient (log, l) 
while (1 < c) 
l, c ← getDownLink (log, l) , c/2 
if (hasNextLink (log, l) ∧ ¬ (n < s + c)) 
| s, l ← s + c, getNextLink (log, l)

if (s = n) ← getEvent (l) 
← nothing 

Fig. 3. Get event by index algorithm 

B. Applied tasks and questions

These algorithms are the platform to solve more
complicated problems and applied tasks. There are 
several levels of such tasks and problems: level of 
relations between events and their repetitions [9]; level 
of spatial-time relations between phenomenons [13]; 
level of applied tasks of analysis and synthesis of 
external and internal phenomenons. The problems of 
the first level include problems of determining: event 
anteriority, primary event (Fig. 4) and last common 
event (LCE). For mentioned models, there are four 
cases of anterioity of two events: event coincidence, 
event alternativeness (synchronicity), the first event 
antecedence, the second event antecedence [2]. Tasks 
of the third level are the memorizing and supervising 
of internal and external processes, process mining [6] 

including history analysis and navigation, process 
reproduction (inductive programming). These tasks 
can arise in such areas as education, software 
development and interaction within control version 
systems, (digital) music composition and others [4, 6, 
12, 15]. As for history navigation as a general applied 
tasks, let’s consider the following approach. Let’s 
consider an agent named “locator”. This agent has 
five properties: two initial events (or its repetitions) – 
minor and major, two margin events (or event 
repetitions) – minor and major, chosen event (event 
repetition). Also this agent has behavior 
implemented by several procedures: initializing 
initial, margin and chosen events; transferring a 
chosen event to a user (another agent); updating 
minor or major margin event by the chosen event and 
choosing new event; updating minor margin event 
either by the major margin event or by the minor 
initial event and choosing new event; updating major 
margin event either by the minor margin event or by 
the major initial event and choosing new event. 

log ← 
l, c, s ← getFirstLink (log) , 1, 1
while (hasNextLink (log, l)) 
c ← c ∗ getCoefficient (log, l) 
s, l ← s + c, getNextLink (log, l)

while (1 < c)
l, c ← getDownLink (log, l) , c/2 
if (hasNextLink (log, l)) 
s, l ← s + c, getNextLink (log, l)

← s 
Fig. 4. Primary event log index determining algorithm 

III. PROPOSITION

A. Repetition logging

Previous models did not take into account the 
repetitions of events. Event (periodic) repetitions can 
be interpreted as event occurrences in (locally) cyclic 
spatial-temporal model. It is important to admit that all 
further events under consideration will have no more 
than one immediate predecessor. In the case of 
repeating events, the previous models are 
inappropriate. Thus, we need to identify event 
repetitions but not events. Therefore, we have many 
repetition identifiers for one event. ll of them should 
be enumerated and distinguished by an event 
repetition number. Another problem is that we might 
want to know, ”Is there any event occurrence in the 
log or not?” without any interest in a particular event 
repetition. To solve the last problem (occurrence 
problem), global (event) occurrence identifiers (GOI) 
can be used. For an event, its first event repetition 
identifier may be used as a GOI. Thus, a global 
occurrence number is an event repetition number 
which equals 1 for each event. If we have a log 
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structure with partial persistence only then these are 
all essential differences. 

The Fig. 5, 6 show the basic algorithms for KP 
under a log structure where event repetitions are taken 
into account. Algorithm for getting a last event 
repetition number can be obtained replacing 
getCoefficient(log, l) calls at Fig. 4 by 2. 

log, r ← 
l, c, s ← getFirstLink (log) , 1, 1
while (hasNextLink (log, l)) 

c ← c + c 
s, l ← s + c, getNextLink (log, l)
t, k ← l, c

while (1 < c)
l, c ← getDownLink (log, l) , c/2 
if (hasNextLink (log, l)) 
| s, l ← s + c, getNextLink (log, l)

else t, k ← l, c 

l ← newNextLink (log, t) 
while (1 < k) k, l ← k/2, newDownLink (log, l)
← appendRepetitionLog (log, l, r) 

Fig. 5. Algorithm of the queuing of an event repetition 

log, n ← 
l, c, s ← getFirstLink (log) , 1, 1
while (hasNextLink (log, l) ∧ ¬ (n < s + c + c))

c ← c + c 
s, l ← s + c, getNextLink (log, l)

while (1 < c) 
l, c ← getDownLink (log, l), c/2
if (hasNextLink (log, l)) 
| s, l ← s + c, getNextLink (log, l)

if (s = n) ← getOccurenceStructure (l) 
← nothing 

Fig. 6. Algorithm of the getting of occurrence structures by 

number of an event repetition (getOccurrences) 

B. Full persistence problems

However, if we work with full persistence SL
structures then there will be a set of other problems. 
There will be: enumerating all repetitions of a certain 
event in the log (for partial persistence it can be 
efficiently solved with log-specific event repetition 
identifiers and additionally segregated enumeration 
queues), an occurrence problem that requires more 
complex solution than for a partial persistence SL 
structure. 

С. Model 

SL model of repeating events having no more than 
one immediate predecessor is defined by (1) and 
satisfies (2). 

e, d, l, i, g, o, r, h, n, p, P, R ∈ E+I × S+E×N ×

×LS × IS× PE × {⊥, ⊤}S×P 
× R+

S×P ×    (1) 
×I+

L×N × N+
L×N × N+

L×I ×   2I
 ×2

L

where E – events, I – identifiers, S – descriptors 
structures with occurrence log sets (implemented as 
CoW critbit trees), L – logs, P – primary 
(occurrence) identifiers, R – repetition sublogs, h – 
event identifier by index mapping, n – repetition 
number by index mapping, p – index by identifier 
mapping. 

g = (d ∩ ((E × {1}) × S)) ◦ i.  (2) 

IV. COMPUTATION COMPLEXITY ANALYSIS

It can be shown also by experimental 
confirmations that generation algorithms have 

O (log (n) f (n)) time complexity. Whereas time 

complexities of basic search algorithms do not 

exceed O (log2 (n) ∗ f (n)), where f (n) – time of 

the access to an element of logs. 

V. EFFICIENT SOLVABLE PROBLEMS

AND APPLICATION 

Anteriority and LCE problems for repeating events 

that satisfy given restrictions can be efficiently 

solved with following algorithms (Fig. 7, 8 and 9). 

e, n ← 
log ← getRepeatedEventLog (e, n) 
if (defined (log))
← getIdentifier (getFirstLink (log))

← emptyIdentifier

Fig. 7. Algorithm for getting an event repetition identifier 
(getRepeatedEventIdentifier) 

e, n, a, m ← 

l ← getRepeatedEventLog (e, n) 

g ← getRepeatedEventLog (a, m) 
i ← getRepeatedEventIdentifier (e, n) 
j ← getRepeatedEventIdentifier (a, m) 
if (coincide (e, a)) 
|← coincidence
if (interdependent (e, a)) 
|← interdependence
if (less (i, j)) 

if (retrieveREByIdentifier (g, i)) 
|← antecedenceFirst 
else 

if (less (j, i)) 
if (retrieveREByIdentifier (l, j)) 
|← antecedenceSecond 

else 

|← coincidence 
← potentialAlternativeness 

Fig. 8. Anteriority determining algorithm 

These algorithms are primarily oriented to 

navigation task applications. Anteriority problem 

151

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



seems to be more complicated for cyclic process 

structures. That is particularly why, there are five 

cases of anterioity of two events: event coincidence, 

event alternativeness (synchronicity), the first event 

antecedence, the second event antecedence, 

interdependency (antecedence for both of events) 

(Fig. 8) [9–11, 13]. To solve anteriority problem for 

the last case, authors suggest to combine an 

incremental structures for merge-find set approach 

[14] and the proposed SL models.

e, n, a, m ← 

x ← getPrimaryRepeatedEventIndex (e, n) 

y ← getPrimaryRepeatedEventIndex (a, m) 

l ← getRepeatedEventLog (e, n) 
i ← retrieveREByIndex (l, x) 
i ← getRepeatedEventIdentifier (i) 

g ← getRepeatedEventLog (a, m) 

 j ← retrieveREByIndex (g, x) 
j ← getRepeatedEventIdentifier (j)

k ← getRepeatedEventIdentifier (a, m) 

 h ← getRepeatedEventIdentifier (e, n) 
if (less (i, j) ∨ less (j, i) ∨ less (k, i) ∨ less (h, j))
|← nothing
if (less (x, y)) c, d, p ← e, n , a, m, x

else c, d, p, l ← a, m , e, n , y, g 

|q, r ← 1, 1 
while (r < p) 

k ← retrieveREByIndex (l, r) 

if (anteriority (d, k) = antecedentFirst) p ← r 
else 

|q ← r 
r ← (p+q)/2 

← retrieveREByIndex (l, r) 

Fig. 9. Last common event repetition determining algorithm 

VI. CONCLUSION

The proposed model and algorithms are able to 
provide prompt response to the main issues related to 
the study of the order of logged events and their 
repetitions. Basic algorithms were implemented using 
an integration platform which is the implementation 
platform for the reference-testing system [15]. The use 
of implemented algorithms is focused on supporting 
the automation of interaction with the knowledge base 
with reference materials and analyzing the history of 
responses by the user to test questions. 
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Keywords: SARS-CoV-2, X77, main protease, deep 
learning, generative autoencoder, semi-supervised 
learning, virtual screening, molecular docking, binding 
free energy calculations, anti-SARS-CoV-2 drugs 

I. INTRODUCTION

To date, computer-aided drug design has become 
an important tool allowing one to significantly reduce 
the time and costs required for developing novel 
therapeutic agents. In recent years, computer-assisted 
mathematical and statistical models, such as machine 
learning, are increasingly being used for drug design 
and discovery. Despite these methods becoming more 
common in chemoinformatics, their potential in this 
field is yet to be revealed.  

Generative models have proven to be promising in 
tasks of text [1] and image [2] generation, including 
generation of medical images like X-ray ones. Despite 
the traditional similarity-based virtual screening of 
chemical databases, such as PubСhem 
(https://pubchem.ncbi.nlm.nih.gov/) [3], provide wide 
possibilities for identification of novel potential drugs, 
it has certain disadvantages compared to generative 
statistical models. One of the major incentives to use 
generative models is a better exploration of a 
molecular feature space. Similarity-based search 
provides exploration of focused chemical space, 
limited by search space diversity of compounds at 
disposal, while generative statistical models allow one 

to cover molecular feature space of much wider 
chemical diversity. The second reason for generative 
model superiority is conditional sampling. Generation 
of new molecules from a chemical space is not the 
only option: predicted binding free energy could be 
used as an additional dimension, which allows one to 
generate molecules from a subset of investigated 
chemical space with a preset binding affinity. 

This study is devoted to the development of the 
generative autoencoder based on a linear molecule 
representation in the Simplified Molecular Input 
Line Entry System (SMILES) format [4]. One of the 
core ideas behind using SMILES, or more precisely, 
vectorized SMILES for model training was the 
recovery capabilities of such data. As was shown in a 
study [5], generative models provide a decent ground 
for screening results enrichment, however use of 
descriptors like fingerprints may complicate the 
recovery of the chemical structures themselves. In 
contrast, SMILES-based embeddings are supposed to 
be a good alternative to using fingerprints in deep 
learning chemoinformatics approaches when the 
ability to restore the structure of chemical 
compounds is important. That is why the SMILES 
embeddings were chosen as the architectural 
basement for the constructed generative autoencoder 
to generate potential inhibitors of the selected protein 
target. 

II. MATERIALS AND METHODS

A. Training Set Preparation

The developed generative autoencoder is built to be
specific for a target protein, and, therefore, the training 
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dataset should include compounds potentially active 
against the selected protein. As noted before, the 
autoencoder developed here was adopted and applied 
for generation of potential anti-SARS-CoV-2 
inhibitors, and, accordingly, a virtual compound 
library of potential anti-SARS-CoV-2 agents was 
formed for preparation of a training dataset. The 
preparation procedure of this molecular library was as 
follows: 

a) Pharmacophore-based Virtual Screening: To
identify small-molecule compounds potentially active 
against SARS-CoV-2 main protease (Mpro), the 
pharmacophore-based virtual screening was 
performed using the Pharmit server software 
(http://pharmit.csb.pitt.edu/) [6]. Seventeen 
pharmacophore models were built based on 6 
peptidomimetics and 10 small-molecule inhibitors of 
SARS-CoV reported in a study [7], using web-server 
PharmaGist [8]. Virtual screening was performed in 
the nine Pharmit molecular libraries containing over 
213.5 million chemical structures, resulting in a set of 
711102 compounds that satisfied one of the seventeen 
constructed pharmacophore models. The Pubchem 
API wrapped in Python 3 (https://www.python.org/) 
module PubChemPy (https://pubchempy. 
readthedocs.io/) was used to additionally enrich the 
screened dataset with potential inhibitors based on the 
selected PubChem compounds by the similarity search 
with a Tanimoto similarity coefficient of 0.8. 

b) Molecular Docking: Compounds identified by
the pharmacophore-based virtual screening and 
PubChem similarity search were subject to the 
preliminary molecular docking with the unliganded 
SARS-CoV-2 Mpro structure. The compounds were 
then filtered based on the values of the docking 
scoring function with the threshold of –7 kcal/mol, 
which corresponds to the standard activity threshold 
of 10 μM commonly used in vitro screening. The 
dataset of 353467 potentially active compounds was 
subject to the refining molecular docking with the 
unliganded SARS-CoV-2 Mpro structure. Analysis of 
the distribution of scoring function values after the 
refining docking resulted in the filtration of 
successfully docked compounds above the selected 
threshold of –6 kcal/mol. 

c) SMILES space revision and vectorization:
Based on a linear SMILES notation, the dataset of 
selected compounds was cleared from those 
containing non-recognizable atoms, non-abundant 
isotopes, other than druglike (H, C, N, O, P, S, F, Cl, 
Br, I) atoms or those which molecular weight was 
above the selected threshold of 1000 Da. Structure 
representations of the prepared compounds in the 
linear notation SMILES were obtained by Python 3 
using the RDKit (http://www.rdkit.org/) module 

which was also used previously for the described 
dataset cleaning. Based on the frequency distribution 
of SMILES elements in the prepared dataset, 
compounds possessing at least one SMILES element 
with frequency less than 0.001 were filtered out. 
Finally, distribution of SMILES lengths was 
investigated and compounds with SMILES 
representation longer than 120 characters were 
eliminated. After all the filters applied, the dataset 
consisted of 342102 distinct ligands and their 
corresponding SMILES. The SMILES were 
vectorized into a matrix according to the maximum 
length and symbols vocabulary size, with the added 
start and end symbols represented by “!” and “E”. 

The obtained 342102 compounds combined with 
the corresponding values of molecular docking 
scoring function formed the dataset which was split 
into the training, validation, and test sets comprising 
70%, 15% and 15% of the original dataset, 
respectively. When forming the subsets, a stratified 
split was used to preserve equal energy distributions 
within all 3 sets. The validation set was used to 
evaluate the model’s ability to reconstruct the input 
SMILES during training, while test SMILES were 
used to sample new compounds from by adding 
distortion to their latent representation. Thus, the 
corresponding datasets for model training, validation 
and generation of new molecules were prepared. 

B. 3D Structures Generation for Generated
Molecules

To evaluate the ability of deep learning model to 
generate novel compounds active towards the target 
protein, molecular docking of these molecules should 
be performed. In doing so, 3D structures of the 
generated molecules are required. To obtain these 3D 
structures from a linear notation SMILES, a script was 
developed in Python 3 using the RDKit module. The 
generation pipeline included the following steps: 
SMILES input, SMILES validity check, 2D 
coordinates generation, 3D coordinates generation, 
optimization of the structure in the MMFF94 force 
field, addition of hydrogen atoms, and re-optimization 
in the MMFF94 force field. Generation of 3D 
coordinates was performed using the ETKDGv3 [9] 
algorithm. 

C. Molecular Docking

a) Preparation of Protein Structure: The crystal
structure of the unliganded SARS-CoV-2 Mpro was 
taken from the Protein Data Bank (PDB ID: 6Y84; 
https://www.rcsb.org/pdb/). This SARS-CoV-2 Mpro 
structure was prepared by adding hydrogen atoms and 
annotating atoms with partial charges by Gasteiger 
scheme [10] followed by the structure optimization in 
the UFF force field [11] using the OpenBabel 
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Fig. 1. Architectures of the autoencoder models: (I) Unsupervised (embeddings) model; 

(II) Semi-supervised (embeddings and energy) model

software [12]. The structure of SARS-CoV-2 Mpro 
prepared in this way was used for the preliminary and 
refining molecular docking both during the dataset 
preparation as well as for molecular docking of the 
generated compounds. 

b) Preparation of Ligand Structures: Prior to the
preliminary docking, preparation of the ligand 
structures was the same as described for the SARS-
CoV-2 Mpro structure. This procedure was performed 
using OpenBabel but included an additional step of 
rotatable bonds identification which is auto-made by 
this software. However, prior to the refining molecular 
docking, the ligand structures were prepared via the 
following two steps: i) optimization in the MMFF94 
force field [13, 14] to remove steric clashes and 
addition of  hydrogen atoms that are absent in the 
initial structure, both using the RDKit module in 
Python 3, ii) addition of partial charges by Gasteiger 
scheme and rotatable bonds identification using 
MGLTools (http://mgltools.scripps.edu/). It should be 
noted that before subjecting the generated compounds 
to molecular docking, 3D structures of novel ligands 
were obtained from the generated linear SMILES 
notations, as described above. Further preparation 
steps of the generated compounds for molecular 
docking included the addition of partial charges by 
Gasteiger scheme and rotatable bonds identification 
performed by MGLTools. 

c) Molecular Docking Settings: The preliminary
molecular docking was performed using the 
QuickVina 2 [15] program, and refining molecular 
docking was carried out by AutoDock Vina [16] 
software, both in the approximation of rigid receptor 

and flexible ligands. In both cases, the grid box 
included the catalytic site of SARS-CoV-2 Mpro with 
the following parameters: ΔX = 19 Å, ΔY = 21 Å, 
ΔZ = 23 Å centered at X = –20 Å, Y = 19 Å, 
Z = –26 Å. Thus, the grid box volume was 
19×2 ×23 = 9177 Å3. The value of the exhaustiveness 
parameter defining the number of individual sampling 
“runs” was set to 10 and 50 for preliminary and 
refining docking, respectively. 

D. Deep learning

a) Models Architectures: Two deep learning
models have been developed, namely an unsupervised 
SMILES-based Long Short-Term Memory (LSTM) 
[17] autoencoder (model I) and a semi-supervised
SMILES-based LSTM autoencoder (model II) in
which the value of binding free energy was used as an
additional dimension in latent space to learn from the
docked compounds and a value to sample around in
the generation mode.

Model I (Fig. 1, I) takes vectorized SMILES as 
input, which follow through the LSTM layer. The 
peculiarity of this model is defined by the fact that 
LSTM output itself is not used, instead the hidden and 
cell states vectors are derived, which are concatenated 
together and then put through a dense layer. The 
output of this dense layer serves as a latent vector or 
SMILES embeddings in the context of the 
autoencoder. The embeddings are fed to two dense 
layers in parallel, creating initial hidden and cell state 
inputs for the LSTM layer in the decoder part. There 
is also the decoder input layer used as input for the 
decoder LSTM, which in the training mode receives 
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Fig. 2. Train and validation losses for autoencoder model: (A) Semi-supervised (embeddings & energy) model; 

(B) Unsupervised (embeddings) model

the same vectorized SMILES as the encoder input, 
and, as a conventional LSTM generative model, it 
predicts the next symbol. However, in the generation 
mode, decoder input starts the generation process with 
a start symbol only, embeddings are used to predict 
the initial states of decoder LSTM and they basically 
define which kind of SMILES will be generated. 

The so-defined energy model (Fig. 1, II) differs 

from model I in the neuron responsible for the binding 

affinity value situated on the latent layer of the model. 

While model I allows one to generate molecules from 

random SMILES embeddings as well as adding noise 

to SMILES embeddings of ligands with predicted 

affinity, the energy model enables one to generate new 

ligands with a preset property of binding affinity, in 

addition to attempts to manipulate SMILES 

embeddings of the given ligands to try to improve 

their structures after decoding and thus increase the 

value of binding affinity. 

b) Models Training: Both models were composed

layer by layer using TensorFlow 2.1

(https://www.tensorflow.org/) high-level API. The

models were subject to 150 epochs of training,

additionally “Reduce learning rate on a plateau” and

“Early stopping” callbacks were used to help the model

converge to a better local minima and also avoid

overfitting. Stochastic gradient descent optimization

method Adam [18] was used as an optimizer with 0.005

learning rate initial value and the categorical cross-

entropy loss function was chosen. The loss score

progress for both models is shown in Fig. 2.

E. Deep Learning-based Compounds Generation

Two methods of generation were subjects of our
consideration: generation from random numbers 
drawn from normal distributions, where distributions 
parameters were derived using test data distribution on 
the latent layer for each vector component. For this 
method, the process of generation for model II implied 
setting an a priori value of binding free energy to 

approximate generated ligands with. Experiments for 
different thresholds were carried out. The major idea 
of the second method of generation was to sample best 
ligands from the test set, to try to add noise to their 
embeddings. This approach is supposed to change the 
reconstructed ligand, and, in the case of model II, also 
increase the predicted binding affinity, forcing the 
generation of more promising ligands. The 
combinations of two autoencoder models and two 
generation methods are summarized in Table I. 

III. RESULTS AND DISCUSSION

As noted above, both models were tested using 
each of two generation methods. The results obtained 
were evaluated  based on the values of binding affinity 
predicted by molecular docking, as well as by 
comparing these values with those calculated for the 
reference compounds used in the virtual experiments 
as a positive control.  

The results of compound generation common for 
all of the conducted simulations are summarized in 
Table II. 

A. Embeddings Model, Random Vectors Generator

Despite the fact, that this model does not use both
reference compounds for generation and values of 
binding energy, it is capable of generating new 
potential inhibitors of the selected target only by 
generating compounds from the embeddings 
distributions inferred from the training data. In the set 
of generated compounds, the share of molecules with 
the predicted values of binding free energy less than –
9 kcal/mol  was 3.2%, which exceeds the same share 
in the training dataset (1.8%) by almost 2 times. 

B. Embeddings Model, Test Set Compounds Used To

Generate New Compounds From

This generation method utilizes compounds 
available and tries to generate new potential inhibitors 
from them. The share of generated compounds with 
high binding affinity is considerably larger, with 38% 
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TABLE I. DESCRIPTION OF INVESTIGATED COMBINATIONS 

OF GENERATIVE LSTM AUTOENCODER MODELS AND

GENERATION METHODS 

Model 

Generation 

starting point 

description 

Generation process 

description 

Unsupervised 

(Embeddings 

model) 

Random number 

vectors drawn 

from fitted 

normal 

distributions 

Random numbers are 

used as embeddings 

and fed to the decoder 

Unsupervised 

(Embeddings 

model) 

Compounds with 

free binding 

energy less than 

–9 kcal/mol,

sampled from

test set

Embeddings for these 

compounds are 

calculated, then 

distortion is added and 

updated embeddings 

are fed to the decoder 

Semi-

supervised 

(Energy 

model) 

Random number 

vectors drawn 

from fitted 

normal 

distributions and 

a preset free 

binding energy 

value 

Random vectors are 

used as embeddings 

and are passed as 

latent layer inputs 

along with a preset 

free binding energy 

value 

Semi-

supervised 

(Energy 

model) 

Compounds with 

free binding 

energy less than 

–8 kcal/mol,

sampled from

test set and

improved free

binding energy

values

Embeddings for these 

compounds are 

calculated, then 

distortion is added and 

updated embeddings 

along with improved 

free binding energy 

values are passed to 

the decoder 

TABLE II.  COMPOUNDS GENERATION RESULTS USING TWO GENERATIVE LSTM AUTOENCODER MODELS AND TWO GENERATION METHODS 

Model name, 

generation method 

Number of 

generated 

compounds 

Number of 

successfully 

docked 

compounds 

Number of 

compounds with the 

predicted binding 

free energy less than 

–8 kcal/mol

Lowest predicted 

binding free 

energy, kcal/mol 

Fraction of generated 

compounds with a lower 

binding affinity 

compared to reference 

compounds or energy 

threshold 

Embeddings, random 

vectors
1000 986 277 –10.6 – 

Embeddings, reference 

compounds 
2543 2518 967 –10.3 > 10.0 % 

Energy, random vectors 

and energy value 
600 594 161 –9.3 > 17.4 % 

Energy, reference 

compounds and 

improved energy values 
662 658 266 –10.4 > 12.2 % 

of compounds exhibiting the predicted values of 
binding free energy less than –8 kcal/mol and 4% of 
compounds showing the predicted values less than –
9 kcal/mol. 

C. Energy Model, Generation from Random Numbers
with a Set of Preset Thresholds of Binding Affinities

The semi-supervised model utilizes a version of 
“style and content” disentanglement for molecular 
data. According to the results obtained, 31% and 64% 
of generated compounds showed the values of binding 
energy within the deviations from the pre-defined 

energy value equal to 1 kcal/mol and 2 kcal/mol, 
respectively. 

D. Energy Model, Test Set Compounds Used as
Starting Points to Generate More Compounds, Energy
Threshold is Shifted Towards Lower Energy by 0.5
and 1.0 kcal/mol Steps

This combination of the model and method proved 
to generate the top compounds throughout all four 
modes of generation. 52% of generated compounds are 
located within 1 kcal/mol deviation from the reference 
compounds, while 16% of generated compounds have 
the values of binding free energy lower than –
9 kcal/mol. 

IV. CONCLUSION

 Two generative autoencoder models for prediction 
of novel drugs against SARS-CoV-2 were developed 
and applied to identify potential inhibitors able to 
block the catalytic site of the coronavirus main 
protease. The designed generative models combined 
with molecular docking proved their  great potential to 
enrich screening pipelines with new compounds with 
desired properties. The generative power of the 
designed models is confirmed by the fact that out of 
4805 successfully generated compounds only one 
compound was found  in the original dataset. This 
indicates the richness of unexplored chemical space 
and proves an importance of development and 
application of generative models in drug design and 
discovery. 
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Abstract. The article is focused on the development 

process of an adaptive motion controller for a line 

follower robot. The controller learning process took 

place on the basis of the digital twin of the mobile robot 

using reinforcement learning technology. The digital 

twin and the reinforcement learning algorithm were 

implemented in MATLAB/Simulink. The Twin–Delayed 

Deep Deterministic Policy Gradient Agents method was 

used as a learning algorithm. The reward function was 

taken to minimize the distance between the center of the 

robot and the middle of the nearest section of the color–

contrast line, as well as the difference between the angle 

of the robot position and the tangent to the current 

section of the line. 

Keywords: Reinforcement Learning (RL), MATLAB/ 
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I. INTRODUCTION

Reinforcement learning (RL) is one of the machine 
learning methods for solving control problems in 
complex technical systems that cannot or can be 
problematically described in an analytical form. 

The RL method is based on the implementation of 
the process of maximizing a certain reward (reward) 
signal when enumerating various behaviors of the 
studied systems – Agents. The Agent learns to 
perform those actions that can bring him the greatest 
reward. In the most interesting and important cases, 
the Agent's actions can affect not only the local 
reward received immediately, but also the situation as 
a whole [1]. Forming a long–term reward is a rather 
difficult process, since a correctly formed reward will 
bring the best result and shorten the training time (the 
better the learning process is). 

At present, in addition to classical robotic 
manipulators, mobile robots (MR) in the form of 
robotic carts are in high demand in production. As a 
rule, at the lower level of MR control, PID controllers 
are most often used [2, 3]. The PID controller allows 

to adjust the control action of the actuators in such a 
way as to achieve the required values of the objective 
function as quickly as possible. Sometimes the 
selection of coefficients is a rather long process, 
which does not always lead to success, since there is a 
chance of overshoot [4, 5]. In closed–loop control 
systems (CS), the controller uses status observations 
to improve performance and correct random noise and 
errors. Engineers use this feedback, as well as the 
object of control (OC) and the Environment, to design 
the controller according to the requirements of the 
system. This concept is easy to put into words, but it 
will be difficult to implement, since the model can be 
highly nonlinear or have large spaces of states and 
actions. There is also a problem related to the fact that 
for each line type it is required to find the 
corresponding PID values. This problem can be 
quickly solved by using RL. 

The object of the research is the RoboCake 
training MR with a differential drive, which is 
supposed to move along the color contrast line. Its CS 
is a classic servo drive, including a color contrast line 
midpoint sensor and a PID controller that controls the 
angular speed of the wheels. Previously, experiments 
were carried out on the automatic tuning of the 
specified PID controller using the software module 
MATLAB “Interactively Estimate Plant Parameters 
from Response Data” and the application of genetic 
algorithms (GA) [6]. 

The aim of this work is to implement automatic 
learning of a PID controller using the RL method and 
compare its effectiveness with other machine learning 
methods. 

II. SUMMARY OF THE PROBLEM

In RL, the object of research is studied, as a result 
of which an artificial neural network (ANN) is 
generated that can simulate the desired object. The 
most important issue in RL remains the generation of 
the training sample for the specified ANN. There are 
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several types of Actor–Critic learning algorithms 
(Fig. 1). Actor–Critical Agents use either a stochastic 
Actor or a deterministic Actor with a value Critic or a 
Q–value Critic [7]. 

Fig. 1. Learning algorithms for Agent–Actor–Critic combined 

with stochastic–deterministic Actor and value–Q–value Critic [7] 

As the investigated model, the work uses the DT 
[8] MR RoboCake, but developed in the MATLAB /
Simulink packages. Following the RL methodology,
in order to achieve this goal, it is required to describe
the software Agent that needs to develop a policy for
managing the educational institution. The specified
MR is required to move along an elliptical curve
(color–contrast line) with the maximum possible
speed and the minimum deviation from its center. The
term “policy” means a mapping that selects the
appropriate actions of the OS on the corresponding
changes in the Environment [9]. In the process of
training, the Agent uses the following data: the
readings of the sensor of the middle of the line
(consisting of 3 light sensors), the distance from the
center of the MR to the center of the color–contrast
line, as well as the angle between the normal of the
nearest section of the line and the direction of
movement of the MR itself. The result of the
observation is the selection of the angular speeds of
rotation of the 2 MR wheels. In order for an Agent to
form actions correctly, he needs to train repeatedly
and for the training to be fruitful, for each action he
must be encouraged (rewarded) or fined. Also,
stopping criteria are used to reduce the learning time.
Each episode of the learning process can stop if: 1) the
simulation exceeds the time allotted for movement
along a full ellipse; 2) the robot has exceeded the
distance to the center of the ellipse line. During each
episode, the Agent chooses an action (forms a policy),
after the end, he updates his parameters based on the
actions and receives the maximum reward. This
process continues until the Agent learns to move
correctly along the line with the specified conditions
[9]. When developing this algorithm, the
Reinforcement Learning Toolbox library was used,
which provides a policy and a reward function using
deep neural networks (DNNs) [10].

III. LEARNING PROCESS

Before starting the learning process, it is required 
to create a virtual Environment for the functioning of 
the MR and an interface for interacting with it. Next, 
you should configure the Agent module from the 
“Reinforcement Learning Toolbox” library [10]. To 
implement the Agent, the TD3 algorithm was 
chosen, which is characterized by the fact that in 

addition to the Agent, which offers specific actions of 
the Actor on certain indications of the sensory system, 
two new entities are also used – two Critics that form 
a long–term reward. Next, the Agent is configured and 
formed. The final stage is training and verification of 
the results of the trained Agent. 

After a positive completion of the learning process, 
using the getLearnableParameters() command, 
weights are extracted from the trained ANN, which 
are the desired coefficients of the PID controller. 

A. Reward function

The reward process is an important step in RL, as
it affects the performance of the Agent in relation to 
the goal that CS MR seeks to achieve. A correctly 
selected reward signal forces the Agent to move in the 
right direction with a minimum deviation from the 
line and maximize the total reward received by the 
Agent over a long period of time, stimulating him 
(Agent) for long–term rewards. The reward is formed 
in the form of a scalar signal that is received by the 
Agent and generated by the Environment. 

“Two criteria are taken into account as a reward 
for a committed action. First, the distance (r) from the 
center of the robot (x,y) to the nearest unvisited point 
(x0 y0) of the ellipse located on the line is calculated 
using the formula for calculating the distance between 
two points (1). The closer the Agent, the more reward 
he will receive, the further, the less reward” [11]. 
Secondly, calculate the angle (φ) between the tangent 
to the ellipse at the point (x0 y0), where the robot 
should be, and the robot guide using formula (2). The 
smaller the angle (φ), the more the Agent will receive 
a reward (Fig. 2). 

𝑟 = √(𝑥– х0)
2

+ (𝑦– у0)
2

(1) 

𝜑 = arctan (|–𝑏2∗𝑠𝑖𝑛𝑠𝑖𝑛 (𝛼) ∗𝑅

𝑎2𝑐𝑜𝑠𝑐𝑜𝑠 (𝛼) ∗𝑅
|)

(2) 

where b is the semi–minor axis, a is the semi–major 
axis, α is the angle between the radius (R) and the 
semi–major axis (a), R is the radius of the ellipse [12]. 

Since our reward signal consists of 2 signals 
combined into a scalar, then we determine that the 
distance between the line and the robot is of 
paramount importance, and the resulting angle (φ) we 
reduce the influence to get the reward. 
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Fig. 2. The direction of movement of the robot, r is the minimum 

distance to the nearest point on the elliptic curve 

B. Implementation of the Environment

The Environment is a DT MR implemented in the
MATLAB application package [9], which generates 
the following states for the Agent: 

– the position of the robot;

– indication from the sensor.

C. Agent implementation

The Agent is an CS that studies the CO and
receives the following states from the Environment: 

– observation, which includes:

– the previous formed action;

– the difference between the current state of the
sensor and the desired value;

– the previous generated award;

– the current reward for the performed action;

– stopping criteria.

The Agent interacting with the Environment 
“implements the following basic functions necessary 
for the work of RL: 

– list of available actions;

– handling status and awards from the
Environment;

– obtaining the accumulated experience, presented
in the form of a neural network (NN) for the
Actor and the Critic” [11]. 

The list of available actions includes the angular 
speed from the left and right wheels, where the 
constant speed is 12 rad/s with a wheel radius of 
0.025 cm. 

The Agent receives readings from 3 sensors, such 
as the encoders of the right and left wheels and 1 light 
contact sensor, which determine the speed of the 
wheels and the location of the robot, as well as the 
previous action that the Agent formed. 

The Agent receives the current reward when it 
minimizes the distance between the nearest point on the 
ellipse and the robot's location, while also minimizing 
the slope between the tangent to the ellipse and the 
robot's rail. The reward function for the RL Agent was 
defined as negative, since the RL Agent maximizes this 
reward, thereby minimizing the error. 

The conditions are the criteria for stopping, formed 
in such a way as to shorten the training time. If the 
robot has exceeded the specified value (20 cm), then 
training starts over. 

The learning process was built on the basis of 
TD3. This TD3 algorithm is the next version of the 
DDPG (Deep Deterministic Policy Gradient) 
algorithm, which is more reliable, increases the 
stability [13] of learning, and “Eliminates function 
approximation errors in methods of criticizing actors” 
[14]. The exceptional nature of this algorithm is that it 
combines 3 main algorithms for RL, such as Double 
Deep Q–Learning [15], Policy Gradient [16] and 
Actor–Critic [17]. 

This algorithm is based on an Agent–Critic and an 
Agent–Actor, which use a Critic with a Q–value and a 
deterministic Actor, respectively. 

“The advantage of this method is that the TD3 
Agent approximates the long–term reward, taking into 
account the observation and action, using the 2 
presented Critics. When constructing neural networks 
for Actor, radial descent optimization can lead to 
negative weights. To avoid negative weights, we 
replaced the normal fullConnectedLayer() with 
fullConnectedPILayer(). This layer ensures that the 
weights are positive” [18]. After training, we extract 
these weights for our PID controller and apply them to 
the test model. 

Fig. 3. Architecture of Reinforcement Learning based on DT 

in the MATLAB modeling Environment 

D. Learning Algorithm

At this stage, we are ready to train the Robot, this is a
rather long procedure, and in this case the training process 
took 2.15 hours and as a result, everything that the CS 
setup specialist had to do to set the correct architecture 
and calculate the CS parameters, all this did RL. 
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IV. THE RESULTS OBTAINED, THEIR

SIGNIFICANCE AND COMPARISON WITH

PREVIOUS WORK 

In the current research work, a software Agent was 
developed using the TD3 algorithm for a simulated 
DT of a 2–wheeled robot moving along an elliptical 
curve in the MATLAB application package. A 
simulation Environment was implemented and a 
reward function was developed. Comparing the results 
obtained earlier by the GA method [6], with the new 
results obtained by the RL method, we can conclude 
that the latter method reduces the number of episodes 
and training time by several times (Table I). 
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Fig. 4. Result of robot training after 2.15 hours, Episode  

Reward – the reward received by the robot for each episode, 

Average Reward – the average reward for window length  

for Averaging equal to 20, Episode Q0 – a critical assessment 

of the long–term reward for each episode 

This graph shows that the highest reward is 1113, 
the average is 715, where the robot can drive an 
elliptical curve in 8 seconds minimizing the distance 
to the curve. 

V. CONCLUSION

In this article, using the RL methods, we have 
chosen the optimal values of the PID controller that 
controls the movement of the 2–wheel MR along the 
color contrast line. For this, a virtual environment for 
the functioning of the MR was implemented, a 
software Agent was configured, a reward function was 
developed, training was implemented using the TD3 
method using a deterministic Actor and a Q–value 
Critic. As a result, the tuned PID controller allows the 
MR to accurately move along the curved color–
contrast line at a speed of 0.66 m /s. 
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Abstract. Whole-slide image analysis is a long-lasting 

and laborious process. There are many ways of automatic 

analysis for histological images. The nuclei detection and 

classification is one of the most common and medically 

meaningful medical information-rich methods. However, 

sometimes the goal of nuclei detection is not to provide 

detailed information for the medical professionals but to 

be used for further aggregation. In such cases, nuclei 

segmentation exceeds requirements and takes extra 

resources during the data annotation. Keeping this in 

mind we optimized the existing state-of-art method for 

nuclei segmentation and classification to work with 

nucleus centers as input data. Combined with novel 

optimization technique and neural network activation 

function it resulted in the algorithm with has improved 

performance, easier training process and uses input data 

that is faster to produce. 

Keywords: nuclei detection, neural networks, 

histology, cancer 

I. INTRODUCTION

Whole-slide images (WSIs) are large images 
showing tissue morphology. Such images are the «gold 
standard» for cancer diagnosis. However large 
dimensions that can reach 100000px makes manual 
analysis an arduous task so histopathologists focus on 
important areas rather than analyzing every corner of an 
image [1]. Automatic analysis may reduce the workload 
but the outcome of algorithms must still be supervised 
by specialists. An ideal result of the automatic analysis 
would be the clinical outcome but intermediate results 
for example nuclei segmentation and classification 
produce significant insights into the data that can be 
used by specialists or other algorithms.  

Nuclear detection is an essential task that arises 
during WSI analysis. It helps to quantify WSI for 
clinical and research reasons [2]. Regularly, detection is 
a union of segmentation and classification subtasks. In 
this work, we prioritize nuclear localization without 
specific boundary selection what helped us to build a 
more efficient algorithm that requires nuclei centers 
annotation. Such annotations require less time to obtain 
in comparison with conventional nuclei boundaries. 

The nuclei detection problem is a regular object 
detection problem so a range of object detection methods 
were applied to it [3, 4] (F1 score equals 0.50 with 
classification and 0.94 for nuclei segmentation). 
However, relatively to WSIs and especially nuclei 
detection these methods do not show great performance 
comparing to other methods developed specifically for 
nuclei detection [5–7] (F1 for nuclei detection and 
classification falls in range of 0.7-0.86 depending on the 
method and dataset). There are several reasons for that i.e. 
large resolution of WSIs, data heterogeneity [8], many 
nuclei presented even on a small region of an image when 
current object detection methods work better with a 
relatively small number of various sized objects.  

In this work, we use HoVer-Net [5] as a baseline for 
our model and evaluation procedure. This deep-learning 
model produces state-of-art results by combining U-Net 
shaped architecture with predicting vertical and 
horizontal maps for nuclei to split nearly located ones 
and then infer segmentation masks and classes for each 
presented nuclei.  

As mentioned above WSI analysis is a laborious 
process, so is annotation and data preparation for deep 
learning. Therefore, we considered using points in 
nuclei centers as input data rather than complete 
boundaries around each nucleus. So the data preparation 
phase may be much faster and cheaper. In some works, 
instead of nuclei boundaries made by pathologists an 
algorithm was used to do that [9]. However, such 
methods can introduce an additional margin of error due 
to natural inaccuracies in machine learning algorithms. 
So we propose a method that works without considering 
nuclei segmentation. Even if in some cases 
segmentation is required [10], for example when nuclei 
shape features are the key for predicting an outcome, 
there are also cases when nuclei location and class 
would be enough [11] i.e. calculating amount of 
malignant nuclei on WSI. In addition to developing a 
deep-learning-based algorithm for processing point-
annotated nuclei, we showed improved performance 
using novel advances among optimization procedures 
and activation functions for our deep-learning model 
and HoVer-Net. 
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The main contributions of this paper are listed 
below: 

 Empirical evidence of performance improvement
when novel optimization procedure and
activation function are applied to the current
state-of-art method for nuclei segmentation and
classification.

 Efficient approach for nuclei detection using
nucleus center maps scaled by recent advances in
deep learning [12].

II. RELATED WORK

The main work which motivated us to work on 
optimizations and more effective use of medical 
annotations was the HoVer-Net deep learning 
architecture [5]. This model outperforms classical 
approaches from object detection like Mask-RCNN [13] 
or simplified detection procedures using segmentation 
networks such as U-Net [14] as well as their 
combinations [3]. Also, HoVer-Net shows surpassing 
accuracy in comparison with other deep learning models 
specified for nuclei detection [5–7]. Regarding the 
specifics of the deep-learning model, HoVer-Net can be 
seen as an improvement over typical U-Net with the 
residual and dense linkage between layers and several 
branches for classification and segmentation so an 
increased number of parameters and branches with 
specified purposes led to improved performance. 

As we decided to work with raw nuclei labels in 
the center of nuclei we rejected models which goal 
was to create a mask for each nuclei or object in the 
case of general object detection algorithms. However, 
this work [15] proposes using predicted centers of 
objects as anchors for further segmentation by 
pyramid-like neural networks. Considering we 
worked with histology data with nuclei of the same 
size and images depicting the same magnification in 
borders of a single dataset we did not use feature 
pyramids and followed the HoVer-Net pattern with 
residual convolution with dense deconvolution in U-
Net shape for predicting nuclei centers like in manner 
similar to the one described in [12]. 

III. MATERIALS

To provide relevant evidence that our method is as 
accurate as the original HoVer-Net we utilized the same 
subset of nuclei detection datasets. They included one 
classification dataset called CoNSeP [5] and several 
segmentation datasets which are CPM15 and CPM17 
[16] TNBC [7] and Kumar [17]. We cut images from all
datasets into square regions of the same size which we
conveniently call tiles in this paper. Every tile was of
size 256x256 pixels and they were extracted from
original images with 128-pixel step. Detailed

information on datasets is shown in Table 1. Also, we 
used the union of CPM datasets for the sake of 
comparing them with the HoVer-Net paper. Datasets 
CPM15 and TNBC which included train test split so we 
could compare our results with ones provided for the 
original paper. In other cases, we created a random train 
test split which stayed the same during the experimental 
procedure. The same is applied for K-Fold evaluation in 
which case folds for experiments on one dataset using 
different methods were the same. Considering the small 
number of nuclei of miscellaneous class so the train test 
split affects the accuracy of this class a lot, we removed 
it from the CoNSeP dataset and in our iteration of 
HoVer-Net model training we kept this fact in mind. 

TABLE I. DATASET INFORMATION 

Dataset N Images N Nuclei N tiles 

CPM15 15 2 905 306 

CPM17 32 7 570 337 

Kumar 30 21 623 1470 

TNBC 50 4 056 450 

CoNSeP 41 24 319 2009 

a)    b) 

Fig. 1. Predicted a) nucleus centers map and b) resulting nucleus 

central areas 

IV. METHOD

The algorithm for nuclei detection consists of two 
major parts. Firstly, we predict nuclei location using an 
adapted deep learning model. The deep learning model 
aims to predict nuclei locations as smoothed points in 
the nuclei centers. Ground truth data were single points 
blurred with a Gaussian kernel. Each channel on the 
resulting pseudo-image was the outcome for a single 
nuclei class. We trained the model with MSE loss. 

Secondly, we ran a watershed algorithm on masks 
obtained from the deep learning model so the nuclei are 
split and the final result is obtained by taking the center 
of mass for each selected region. The example of nuclei 
center map and result of detection algorithm are 
presented in the Fig. 1. 

Regarding the model, it was built with U-Net 
shaped architecture where the encoder is constructed 
from the residual blocks (2 convolutions with 
activations and residual link at the end) and the decoder 
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is made from dense blocks (3 convolutions with 
activations and acquired channels are attached to main 
features). The overview of the model is presented 
in Fig. 2. The whole algorithm can be viewed as a 
modification of a deep watershed [18] which uses a 
watershed algorithm to predict nuclei centers and 
separate them instead of regular segmentation masks. 

Fig. 2. Proposed Neural Network Architecture 

Considering we used batch normalization between 
convolutional layers we applied novel optimization 
algorithm AdamP [19]. In addition, we changed 
conventional ReLU activation to Mish [20]. Together 
these two advancements improved the accuracy of our 
deep learning model and HoVer-Net trained for 
comparison in the same conditions. 

V. RESULTS

To perform a thorough evaluation, we trained and 
tested both our algorithm and HoVer-Net with novel 
optimization technique and activation function using 
train test splits recommended by data providers. In 
several datasets, such splits were not provided so we 
created a random split and fixed it so the same data was 
used for training of both methods. On the other hand, 
we performed K-fold cross-validation with 5 folds to 
be able to obtain averaged scores considering relatively 
small sizes of datasets. 

For evaluation, we chose F1 scores as our method 
do not work with segmentation masks so panoptic 
quality [21], Dice score and Aggregated Jaccard Index 
which composes detection and segmentation 
performance are not suitable in our case. Scores for 
comparison are presented in Table II. 

Generally, both our model and HoVer-Net shows 
similar performance with some fracture of fluctuation. 

VI. CONCLUSION

We showed that nuclei can be detected without the 
segmentation step which regularly is executed in either 
manual way or by another algorithm or deep learning 
model. Such an approach does not lose performance 
while being faster in training and inference. So if the 
desired result does not include nuclei segmentation it 
can be avoided while gaining benefits from the 
proposed model. Additionally, we tested novel 
optimization and activation function on histology data 
showing that their performance is higher than traditional 
methods when applied to histology nuclei detection 
data. 

TABLE II. NEURAL NETWORKS TESTING SCORES 

Method 

Segmentation CoNSeP (Classification) 

CPM15 CPM17 
All 

CPM 
Kumar TNBC 

Epitheliu
m 

Inflammatory 
Spindl

e 
Mean 

Detectio
n 

HoVer-Net paper - 0.854 0.774 0.770 0.743 0.635 0.631 0.566 0.565 0.748 

K-Fold
HoVer-

Net 
0.882 0.892 0.896 0.864 0.878 0.766 0.781 0.694 0.747 0.815 

Our 0.868 0.895 0.893 0.875 0.879 0.727 0.775 0.658 0.720 0.793 

Train/Test 
HoVer-

Net 
- 0.870 - 0.829 - 0.699 0.677 0.616 0.664 0.772 

Our - 0.862 - 0.812 - 0.713 0.716 0.614 0.681 0.773 
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Abstract. Immunohistology fluorescence image analysis 

is an important method for cancer diagnosis. With the 

widespread application of convolutional neural networks in 

computer vision, segmentation of images of cancer cells has 

become an important topic in medical image analysis. 

Although there are many publications describing the 

success in application of deep learning models for 

segmentation of different kind of histology images, the 

universal algorithm is still not developed. The image 

preprocessing consisting in splitting images in smaller parts 

and normalization is important in deep learning especially 

when the training set is of a limited size. In this study, we 

compared several approaches to create the training set of a 

sufficient size while having a limited number of labeled 

whole slide immunohistology images of cancer cells. Also, 

we explored different normalization methods.  

Keywords: CNN, medical image analysis, image 

preprocessing, image segmentation, nucleus of cancer cell, 

U-Net 

I. INTRODUCTION

Convolutional neural networks (CNN) have 
gradually begun to be applied in the field of image 
analysis since they achieved a huge breakthrough in the 
field of handwritten font recognition [1]. The 
outstanding performance of CNN in the ImageNet 
competition shows that it has great potential in image 
analysis fields such as image feature extraction and 
image classification. At present, CNN has widely been 
applied also in medical image segmentation. The U-Net 
[2] architecture, specially developed to segment objects
like cell nucleus on biomedical images, is widely used
in medical image segmentation. The skip connections
introduced in U-Net helps to merge the features of
different scales that enhance its performance. For
example, Neha Todewale successfully applied U-Net to
perform segmentation of mammogram images [3].
Ajinkya Jawale et al. made segmentation of the brain
tumor images using U-Net [4]. Adnan Saood et al.
realized COVID-19 lung CT image segmentation and
comparative analysis using U-Net [5]. Other CNN

models, such as VGGNet [6], ResNet [7], FCN [8], 
Inception [9], all based on ideas of deep learning, were 
developed in the past ten years for image segmentation. 
Most of them has been successfully applied also in a 
field of biomedical image segmentation and 
classification [10]. We selected U-Net for our study 
because having a relatively simple architecture it still 
shows very good performance. 

The purpose of our research is to segment cell nuclei 
on the fluorescence images of cancer tissue slices. Cancer 
tissue slice, stained with fluorescent agents accordingly to 
a certain protocol, is observed by the fluorescence 
confocal microscopy to obtain a three-channel color 
picture. Then the attempt to segment cells (nuclei and 
cytoplasm) on these images is made for a subsequent 
quantitative and qualitative pathological analysis.  

The segmentation of objects like nucleus or 
cytoplasm on biomedical images is a pixelwise binary 
classification problem. The goal is to assign each pixel 
either to the class of pixels that forms the nuclei area or 
not. As a step of image segmentation using neural 
networks, the data preprocessing has a significant 
impact on the segmentation results. The main purpose 
of image preprocessing is to eliminate irrelevant 
information and enhance the detectability of useful 
information (represented by the pixels or features in the 
CNN terms) to the greatest extent, thereby improving 
the accuracy of cell segmentation [11]. For biomedical 
images segmentation, preprocessing steps usually 
require cropping, splitting in smaller parts, 
regularization, intensity enhancement and normalizing 
to the range [0, 1] and so on [12]. Among them, due to 
the uneven distribution of cells in biological tissues, 
preprocessing steps such as the selection of cell nucleus 
regions also affects the ability to obtain correct 
segmentation results. 

In the cancer pathology analysis, one usually works 
with samples of relatively small sizes. High diversity of 
cancer cases does not allow to get a large set of 
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histological images of desired similarity. Another 
problem is a labeling of target objects on images. When 
the task is a segmentation of cells or nuclei on images, 
the person who does labeling must be an expert in both 
the cancer diagnosis and in the microscopy. Fortunately, 
each whole slide immunohistology image contains 
hundreds of cells (target objects for the segmentation). 
It opens the perspective for enhancing the training set 
by splitting the input images into a number of small 
images (patches). Simple splitting images into not 
overlapped patches, splitting with overlap (sliding), 
random extraction of patches are ways to enhance the 
training set [10]. 

To fulfil this task one question is naturally arising, 
what size of a patch is optimal for the segmentation of 
nuclei of cancer cells of a certain average size? Also, it 
is interesting to examine different strategies of the patch 
extraction in order to increase the size of the training set. 
One has to take into account that it is impossible to 
increase the size of the training set infinitively by a 
simple extraction more and more overlapped patches. 
Even in a case of using abundant data augmentation the 
segmentation will suffer from overfitting. In addition, it 
is interesting to know how the image preprocessing, like 
normalization and standardization, influences the 
segmentation results. 

Therefore, the goal of this study is to find the most 
effective algorithm of preprocessing of immunohistology 
fluorescence images in the task of segmentation of nuclei 
of cancer cells.  

II. MATERIALS AND METHODS

In this study we are performing the segmentation of 
fluorescence images of the breast tumor tissue slices. 
The images where obtained using Nikon TE200 epi-
fluorescent inverted microscope equipped with the 
Photometrics 300 series CCD camera at 10x 
magnification and stored in RGB color system. The size 
of the images is 2048 × 2048 pixels in each of the three 
channels, the resolution is 0.2 µm / pixel, or 5 µm. 

The protein estrogen receptor was used as an cancer 
indicator [13]. In contrast to healthy cells, a protein 
cytokeratin appears in the cytoplasm of cancer cells. 
This protein is labeled with cyanine dye Cy3 and 
registered in the green color channel of the image. To 
label all nuclei, the 4,6-diamidino-2-phenylindole 
dihydrochloride (DAPI) dye was used. Its fluorescence 
was recorded in the blue channel. The cyanine dye Cy5 
(recorded in the red channel of the image) was used to 
label the estrogen receptor, which is located primarily 
in the nuclei of cancer cells. Accordingly, two dyes, Cy5 
and Cy3, are markers of cancer cells.  

Nine experimental images were labeled by experts 
initially semi automatically using CellProfiler 

(https://cellprofiler.org/) then manually. Labeled 
images (ground truth) are the binary images, where 
pixels of nucleus of cancer cells were set to 1.  

TABLE I. LAYER STRUCTURE OF U-NET 

Encoder layers Decoder layers 

3x3 Conv+ELU, F=16 2x2 ConvTranspose(S=2), F=128 (V) 

Dropout=0.1 3x3 Conv+ELU, F=128 

3x3 Conv+ELU, F=16 (I) Dropout=0.2 

MaxPool (S= 2) 3x3 Conv+ELU, F=128 

3x3 Conv+ELU, F=32 2x2 ConvTranspose(S=2), F=64 (VI) 

Dropout=0.1 3x3 Conv+ELU, F=64 

3x3 Conv+ELU, F=32 (II) Dropout=0.2 

MaxPool (S= 2) 3x3 Conv+ELU, F=64 

3x3 Conv+ELU, F=64 2x2 ConvTranspose(S=2), F=32 (VII) 

Dropout=0.2 3x3 Conv+ELU, F=32 

3x3 Conv+ELU, F=64 (III) Dropout=0.2 

MaxPool (S= 2) 3x3 Conv+ELU, F=32 

3x3 Conv+ELU, F=128 2x2 ConvTranspose(S=2), F=16 (VIII) 

Dropout=0.2 3x3 Conv+ELU, F=16 

3x3 Conv+ELU, F=128 (IV) Dropout=0.1 

MaxPool (S= 2) 3x3 Conv+ELU, F=16 

Middle layers 1x1 Conv+Sigmoid, F=1 

3x3 Conv+ELU, F=256 

Dropout=0.3 

3x3 Conv+ELU, F=256 

Abbreviations in the table: S – stride, F – number of 
filters. The following layers were concatenated: (I)-
(VIII), (II)-(VII), (III)-(VI), (IV)-(V). 

The U-Net architecture, specially developed for a 
segmentation of biomedical images and showed good 
performance, was selected in our study. It is 
symmetrical neural net and has five sets of 
convolution/deconvolution layers, see Table I (in 
TensorFlow notation). 

Our realization of U-Net was based on the 
architecture that shown nice results in the 2018 Data 
Science Bowl Kaggle competition and available at 
GitHub (https://github.com/dubeyakshat07/Cell-
Nuclei-Image-Segmentation-using-U-Net). The model 
has 1,941,105 learning parameters. We used binary 
cross entropy as the loss function and intersection over 
union (IOU, known also as Jaccard similarity 
coefficient) calculated at the threshold 0.5, as the 
segmentation metric. The smaller the loss value, the 
better the learning effect. The larger the IOU metric – 
the better the segmentation (closer to the ground truth). 

Taking into account the wide range and scalability 
of the application, we used a Python language 
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environment to build the U-Net model, and selected the 
Jupyter Notebook to run and test the code. The main 
model components were implemented through the 
Keras library (TensorFlow kernel). Augmentation was 
performed using the Albumentations library 
(https://albumentations.ai/) and calculation of the loss 
function and the evaluation metric was done using the 
Segmentation models library (https://segmentation-
models.readthedocs.io).  

III. RESULTS AND DISCUSSIONS

As we have only 9 labeled images (of size 
2048 × 2048 px.) the main goal at deep learning is to 
increase the size of the training set. The rough 
estimation of the nuclei size of 1250 ± 800 pixels 
corresponds approximately to the circle with radius of 
20 px. It allows us to split the input images into a set of 
much smaller sizes – patches, thus defining a training 
set of optimal size. The dimension of the patch size is 
not trivial to guess because the segmentation results are 
obviously depended on how close to the ground truth is 
the predicted border of a nucleus. If we select small 
patch window the learning process will definitely suffer 
from the fact that probably most of nuclei will be 
located not in the center of the window, but over their 
borders. In opposite case we can get just rough 
estimation of the nuclei area. The answer to the question 
how many times an overlapped part of the image can be 
present in the training set is also not evident. The 
overfitting makes useless all our work otherwise. 

Therefore, to answer these questions we initially 
performed the segmentation of nuclei at different patch 
sizes and extraction strategies. At the second step we 
have studied several methods of preprocessing the 
patches such as image histogram equalization, 
standardization and normalization to the range [0, 1].  

The U-Net model used in our study is described in 
details in the Materials and Methods section. We 
selected a simple augmentation including random 90-
degree rotation, horizontal flipping and transposing. 
Although we utilized simple augmentation, it can 
effectively prevent overfitting. The intersection over 
union (at level 0.5) metric was set as a measure of 
accuracy of the segmentation. Seven images were used 
for training, one image for validation and one for 
testing. The same algorithm of preprocessing was 
applied to both training and validation images. The 
empty patches (the number of pixels less than 150) were 
removed from the training set. Number of epochs was 
set to 30. Earlier stopping callback with patience = 8 
was used in the training process. 

The first task is to obtain a sufficiently large training 
set and to avoid overfitting. We started with a patch size 
of 512 × 512 and decreased it to 64 × 64. The latter case 
gave much worse results, probably because the most 

nuclei crossed borders of patches, therefore we did not 
include it into the analysis. More specifically we studied 
the following cases: 1) simple splitting into patches of 
the size 128 × 128 without overlap; 2) splitting into 
patches of the size 128 × 128 with overlap in 64 px. (1/2 
of the patch size); 3) splitting into patches of the size 
256 × 256 with overlap in 128 px. (1/2 of the patch 
size); 4) random cropping 128 × 128 patches 8 times 
after intermediate splitting into 256 × 256 subimages; 
5) splitting into patches of the size 512 × 512 with
overlap in 128 px. (1/4 of the patch size). The side
lengths of patches are therefore 128, 256, and
512 pixels. At the case 1) we got the training set of
1576 images. A at the case 4) we got the training set of
12064 images.

The values of the loss function and the IOU metric 
on the test set are summarized in the TABLE II. Other 
relevant information about the number of patches and 
the total number of pixels in the training set as well as 
the batch size, number of steps per epoch is also 
summarized there. The values of the loss function and 
IOU metric for 30 CNN epochs, obtained for both 
training and validation data, are shown in Fig. 1.  

Fig. 1. Values of the loss function and IOU metric for 30 CNN 

epochs, after cases 1-5 of  patch extraction methods. Color 

coding:| case 1 – red, case 2 – blue, case 3 – green, 

case 4 – black, case 5 – magenta 

In spite of the fact that in the case 5 we got the best 
metric value, we conclude the case 4 with random 
extraction of patches of a size 128 × 128 to be the best. 
This conclusion came from the visual inspection of the 
segmentation results (data not shown). Here we use a 
simple but effective method to increase the size of the 
training set. In this case, patch overlap is useful, but 
when the number of patches reaches a certain level, then 
overfitting is occurring. When the number of patches is 
at the largest, we get the best results. In contrast, the 
maximum number of pixels is achieved in the case 5. 
One may come with a conclusion that if augmentation 
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is performed then as larger the training set the better the 
results despite of the presence of overlapping areas of 
the images. To prove or reject this conclusion we did an 
experiment (data not shown) where we selected the case 
2 but increased virtually twice (because of 
augmentation) the training set by selection of larger 
number of steps per epoch to get the same number of 
patches in the training process. We got slightly worse 
value of the IOU metric (= 0.834). Thus, the random 
extraction of patches is better. We also tried the case 
with random extraction of four patches from 256 × 256 
sub images. The result was worse than at the simplest 
case 1. Therefore, we proved that the random cropping 
is a powerful method but only when enough number of 
patches is extracted to obtain a complete coverage of the 
image. Also, we came to the conclusion that the patch 
of the size 128 × 128 px. is optimal for the segmentation 
of nuclei with the average radius of about 20 px.  

Fig. 2. Values of the loss function and IOU metric for 30 CNN 

epochs after different methods of patch normalization. Color 

coding:  case 1 – black, case 2 – red, 

case 3 – magenta, case 4 – blue. 

In the second step of our study, we picked out the 
case 4 of randomly selected patches with the side length 

of 128 pixels. The following methods of image 
normalization and standardization were studied: 1) raw 
data (without normalization); 2) normalization to the 
range [0, 1], where 1 corresponds to the maximum pixel 
intensity in the patch; 3) centering and scaling; 
4) normalization to the range [0, 1] by initial patch
histogram equalization then division to 255.

Surprisingly we obtained very similar results. The 
best method was the image histogram equalization (see 
Table III and Fig. 2).  

The method of histogram equalization effectively 

increases the contrast of the cell nucleus, therefore 

supports its better segmentation. However, 

differences in the IOU metric are very small. 

Therefore, in our case, image normalization does not 

play a key role (see Table III). 

IV. CONCLUSION

The preprocessing of input images plays important 
role in the deep learning. Having only 9 whole slide 
labeled images of the size 2048 × 2048 pixels we were 
able to get satisfactory results in the segmentation of 
nuclei on the fluorescence images of the cancer cells of 
the breast tumor. We concluded that the random 
cropping is a powerful method for increasing the 
training set when the number of patches is high enough 
to obtain a complete coverage of the input image. The 
simple splitting of the image with overlap may be 
sufficient if the augmentation is used. Also, we came to 
the conclusion that the patch of the size 128 × 128 px. 
is optimal for the segmentation of nuclei with the 
average radius of about 20 px.  

In our numerical tests the image normalization does 
not play a key role. Histogram equalization with 
subsequent normalization to the range [0, 1] 
demonstrated the best result. The method of histogram 
equalization effectively increases the contrast of the cell 
nucleus and thus supports the better segmentation. 

TABLE II. RESULTS OF SEGMENTATION AFTER DIFFERENT METHODS OF PATCHES CREATION 

Parameters and 

metrics 

Methods of patches creation 

Splitting to 

128×128 

without 

overlap 

Splitting to 

128×128 with 

overlap in 64 px 

Splitting to 

256×256 with 

overlap in 128 px 

Random cropping 

128×128 8 times after 

intermediate splitting into 

256×256 images 

Splitting to 

512×512 with 

overlap in 128 px 

Total number of 

patches 
1576 5939 1508 12064 1177 

Total number of 

pixels in all patches 
25,821,184 97,304,576 98,828,288 197,656,576 308,543,488 

Batch_size 64 64 24 32 16 

Steps per epoch 25 93 63 377 74 
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Parameters and 

metrics 

Methods of patches creation 

Splitting to 

128×128 

without 

overlap 

Splitting to 

128×128 with 

overlap in 64 px 

Splitting to 

256×256 with 

overlap in 128 px 

Random cropping 

128×128 8 times after 

intermediate splitting into 

256×256 images 

Splitting to 

512×512 with 

overlap in 128 px 

Loss function 0.222 0.188 0.156 0.156 0.157 

IOU (th=0.5) 0.786 0.837 0.837 0.839 

TABLE III. RESULTS OF SEGMENTATION AFTER DIFFERENT METHODS OF PATCHES NORMALIZATION 

Parameters 

and metrics 

Methods of patches normalization 

Without 

normalization 

Division by max value of 

pixel intensity in a patch 
Standardization Histogram 

equalization 

Loss function 0.159 0.154 0.160 0.154 

IOU (th=0.5) 0.837 0.838 0.838 0.840 
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I. INTRODUCTION

The pace of development of technology and 
robotics in the modern world is striding far into the 
future, but there are still many unsolved problems 
assigned exclusively to humans. Isolation of familiar 
faces from the environment, determination of the 
character and state of a person by non-verbal gestures 
and facial expressions, determination of emotions, 
type of activity, and occupation. All of these tasks are 
considered purely human. But thanks to the non-linear 
advances in technology, computer vision, machine 
learning, and artificial intelligence, robotics and 
almost any electronic device equipped with sufficient 
resources can learn how to solve these problems. 

This research is aimed at solving creative, inherent 
only to humans, problems. Specifically, tasks related to 
pattern recognition and positioning of objects in space. 

This topic is relevant for many areas of human life, 
from mass media systems to medicine and security. 
The algorithm can be used to analyze gestures in sign 
language translation, analyze people's behavior by 
security cameras, overlay animations in the film and 
game industries. 

The purpose of this work is to develop a new 
algorithm for analyzing the positioning of people in 
space, capable of increasing the efficiency of solving 
problems of image recognition in images. 

II. PROBLEM REVIEW

Assessing a person's positioning is a problem of 
localizing anatomical key points, later called body 
parts, which in physical terms are the joints points of 
the human body, with the exception of the face key 
points. This problem is mainly focused on finding 
body parts, combining them into a complete skeleton, 
and tracking it throughout the video sequence. 

Recognizing the poses of several people in an 
image, especially socially active ones, presents a 
unique set of challenges: 

 Each image can contain an unknown number
of people appearing and disappearing at any
position and scale.

 Interactions between people cause complex
spatial interference, which is caused by
occlusions, physical contacts between people,
properties of joints, which greatly complicates
the unification of individual parts of the body
in the limb, and later into the skeleton.

 The complexity of execution increases with the
number of people, which imposes significant
restrictions on the mode of execution in real-
time.

III. SOLUTION REVIEW

The algorithm is a bottom-up method for 
estimating associations through part affinity fields, a 
set of two-dimensional vector fields that encode the 
location and orientation of limbs in an image region. 

The algorithm has three main steps: 

 Image preprocessing.

 Simultaneous body parts detection and
association.
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 Multiple people processing.

A. IMAGE PREPROCESSING

The first step of the algorithm is the analysis of the 
image by a convolutional network consisting of the 
first 10 layers of the VGG-19 network [1] and 
configured directly to generate characteristic maps, 
which, as a result of post-processing, send a set of 
these maps to the second step of the algorithm. The 
input is a color RGB image with size w×h, where w is 
width and h is height. 

B. SIMULTANEOUS BODY PARTS DETECTION AND

ASSOCIATION 

The neural network simultaneously predicts a set 

of probability maps 𝑆𝑗 ∈ 𝑅𝑤×ℎ, j ∈ {1 ... J} and a set

of two-dimensional compatibility vector fields L, 
which store the degree of compatibility between 
limbs. The set L = (L1, L2,…, Lc) has vector fields C, 

where          𝐿𝑐 ∈ 𝑅𝑤×ℎ×2,  c ∈ {1 ... C}. Each image
position in Lc is encoded by a 2D vector. 

The network is divided into two branches: the 
upper branch, predicts probability maps, and the lower 
branch, predicts the compatibility fields. Every branch 
has an iterative predictive architecture. An iteration 
stage, following Weil's method [2], refines the 
network predictions with intermediate control after 
each stage t ∈ {1 ... T}. 

At the first stage (t=1), the network creates a set of 
probability maps S1 =p1(F) and a set of compatibility 
fields of parts L1=b1(F), where p1 and b1 are 
convolutional neural networks. At each stage t, the 
previous stage predictions St and Lt are combined with 
the initial characteristics F to obtain refinements of 
the network forecasts: 

𝑆𝑡 = 𝑝𝑡(𝐹, 𝑆𝑡−1, 𝐿𝑡−1), ∀𝑡 ≥ 2,

𝐿𝑡 = 𝑏𝑡(𝐹, 𝑆𝑡−1, 𝐿𝑡−1), ∀𝑡 ≥ 2,

where pt and bt – convolutional neural networks 
outputs at stage t 

We use an error L2 between network predictions 
and known correct maps and fields. Here we spatially 
weigh the error functions to get rid of the problem that 
some datasets do not fully label all people 

𝑓𝑆
𝑡 = ∑ ∑ 𝑊(𝑝) ∗ ‖𝑆𝑗

𝑡(𝑝) − 𝑆𝑗
∗(𝑝)‖

2 

2

𝑝

𝐽

𝑗=1

, 

𝑓𝐿
𝑡 = ∑ ∑ 𝑊(𝑝) ∗ ‖𝑆𝑐

𝑡(𝑝) − 𝑆𝑐
∗(𝑝)‖2

2

𝑝

𝐶

𝑐=1

, 

𝑓 = ∑ (𝑓𝑆
𝑡 + 𝑓𝐿

𝑡)𝑇
𝑡=1 , 

where Sj is the probability map, Lc is the vector 
compatibility field, W is the binary mask, p is pixel of 
image. If W(p) = 0 there is no characteristic 
information on the p. 

The mask is used to avoid errors in the validity of 
positive predictions during training. Intermediate 
control at each stage solves the vanishing gradient 
problem by periodically replenishing the gradient. 

1) Building Probability Maps to Detect Body Parts

To evaluate fs during training, we generate
probability maps from two-dimensional key points. 
Each probability map is a two-dimensional 
representation of what happens to a specific body part 
for each pixel. Ideally, if there is one person in the 
image, only one peak should be present in each 
probability map if the corresponding part is visible; if 
more than one person occurs, there must be a peak 
corresponding to each visible part j for each person. 

First, we create individual probability maps, for 
each person. The xj is the position of body part j, j ∈ 
R2, for person k, k ∈ R2. The value of the probability 
map at the point p ∈ R2 is determined by the formula: 

𝑆𝑗,𝑘
∗ = 𝑒

−
‖𝑝−𝑥𝑗,𝑘‖

2

2

𝜎2 , 

where σ corresponds to control of the concentration of 
the peak region. 

The probability map to be predicted by the 
network is a collection of individual probability maps 
for every human’s pose: 

𝑆𝑗
∗(𝑝) = 𝑚𝑎𝑥𝑘 (𝑆𝑗,𝑘

∗ (𝑝)),

We accept the maximum of all maps instead of the 
average to better demonstrate the accuracy of the 
peaks in occlusion. As result the probability maps 
predict positions of candidates for body parts. 

2) Compatibility Vector Fields Calculation

A set of detected body parts is processed to form
the poses of an unknown number of people. To do 
this, It is need a reliable measure of compatibility for 
every pair of detected body parts. One of the possible 
ways to measure compatibility is to introduce an 
additional point - the middle between each pair of 
parts and check its belonging to the limb. However, 
when people come together, these midpoints are likely 
to give false associations. These false associations 
arise from two limitations: 

 This method encodes only the position, not the
orientation of each limb.

 It reduces the support area of the limb to one
point.
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To address these limitations, a new representation, 
called part compatibility fields, is created. It retains 
both location information and orientation throughout 
the support area of the limb. The compatibility 
(affinity) of the parts is a two-dimensional vector field 
for each limb. For each pixel in an area belonging to a 
specific limb, the 2D vector encodes a direction from 
one part of the limb to another. Each type of limb has 
a corresponding field of compatibility connecting its 
body parts into a limb. 

For evaluation fL during training, we determine the 
vector compatibility field at point on the image p 
defined by formula: 

𝐿𝑐,𝑘
∗ (𝑝) = {

𝑣 if 𝑝 lies on the limb 𝑐, 𝑘
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      

Let xj1,k and xj2,k be the positions of the joints of 
body parts j1 and j2 for a person k. If point p lies on a 
limb, the value of L*

c,k(p) is a unit vector v that points 
from j1 and j2 and shows the direction of the limb. 
The vector is equal to zero for all other points t: 

𝒗 =
(𝑥𝑗1,𝑘 − 𝑥𝑗2,𝑘)

‖𝑥𝑗1,𝑘 − 𝑥𝑗2,𝑘‖
2

. 

The set of points is defined as the number within 
the segment, those points p for which inequalities: 

0 ≤ 𝒗 ∗ (𝑝 − 𝑥𝑗1,𝑘) ≤ 𝑙𝑐,𝑘,

|𝑣 ∗ (𝑝 − 𝑥𝑗1,2𝑘)| ≤ 𝜎𝑖,

where i is limb width, the distance in pixels, lc,k is a 

limb length, 𝑘 = ‖𝑥𝑗1,𝑘 − 𝑥𝑗2,𝑘‖
2

, and v is a

perpendicular to v vector (Fig. 1).  

Fig. 1. Posipions of vectors for body part 

The general affinity vector field L*
c(p) averages 

the fields L*
c,k(p) of all people on the image and is 

given by formula: 

𝐿𝑐
∗ (𝑝) =

1

𝑛𝑐(𝑝)
∑ 𝐿𝑐,𝑘

∗ (𝑝)𝑘 , 

where nc(p) is the number of nonzero vectors at point 
p for all k people (i.e., the average value in pixels 
where individual limbs for coordinate of people 
overlap). 

For testing, we use measurement of the 
relationship between the identified candidates by 
calculating the sum: 

𝐸 = ∑ 𝐿𝑐(𝑝(𝑢)) ∗
𝑑𝑗1−𝑑𝑗2

‖𝑑𝑗1−𝑑𝑗2‖
2

1
𝑢=0 , 

were p(u) function that is calculated over the 
corresponding vector field, along the segment 
connecting the locations of the candidates: 

𝑝(𝑢) = (1 − 𝑢)𝑑𝑗1 + 𝑢 ∙ 𝑑𝑗2.

In other words, we measure the alignment of the 
predicted field with the limb, which will be formed by 
connecting the detected body parts. In particular, for 
candidates dj1, dj2 we project the affinity field of the 
predicted portion Lc along the line segment to measure 
the accuracy of their relationship. 

In practice, we approximate the integral by 
sampling and summing uniformly distributed u 
values. 

C. MULTIPLE PEOPLE PROCESSING

At this stage, probability maps and affinity fields 
are analyzed to output two-dimensional key points for 
all people in the image. 

The algorithm does not perform the maximum 
suppression on the probability maps to obtain a 
discrete set of candidates for the next processing steps. 
Due to the analysis of all people at once or inaccuracy 
in image processing, several candidates may arise at 
once for each part of the body. These candidates 
constitute a large set of possible limbs. Every limb is 
controlled using the sum E. 

The optimal selection problem corresponds to the 
K-dimensional matching problem, which is known to 
be NP-hard. This seems to be a rather expensive 
relaxation that consistently determines high-quality 
matching of parts in the limb. This is because the 
pairwise associative evaluation implicitly encodes the 
global context due to the high sensitivity of the 
compatibility fields. 

First, we get a set of candidates DJ for several 

people, where Dj={dm
j, for j[1,…,J], m[1,...,Nj]}, 

Nj is the number of candidates for part j and dm
j ∈ R2 is 

the location of the m-candidate for body part j. These 
candidates still need to be connected to other body 
parts from the same person. In other words, we need 
to find candidate pairs that are actually a connected 

limb. For this, a variable 𝑧𝑗1,𝑗2
𝑚,𝑛 ∈ [0,1]  is a flag

indicating whether the two candidates are connected 
to each other. The goal is to find the optimal 
assignment for the set of all possible connections: 
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𝑍 = {𝑧𝑗1,𝑗2
𝑚,𝑛 : 𝑓𝑜𝑟 𝑗1, 𝑗2 ∈ [1, … , 𝐽], 𝑚 ∈

[1, … , 𝑁𝑗1], 𝑛 ∈ [1, … , 𝑁𝑗2]}.

If we consider one pair of parts j1, j2 (for example, 
the neck and the right thigh) for the limb c, then the 
search for the optimal match is reduced to the problem 
of matching bipartite graphs with maximum weight 
[3]. In this problem, the nodes of the graph are the 
candidates for detecting a body part Dj1 and Dj2 and 
the edges are all possible connections between pairs of 
candidates. In addition, each edge has its own weight. 
A concordance in a bipartite graph is a subset of edges 
selected in such a way that no two edges separate a 
node. Our goal is to find a match Z with the maximum 
weight for the selected edges: 

𝑚𝑎𝑥𝑍𝑐
𝐸𝑐 = 𝑚𝑎𝑥𝑍𝑐

∑ ∑ 𝐸𝑚,𝑛𝑧𝑗1,𝑗2
𝑚,𝑛

𝑛∈𝐷𝑗2𝑚∈𝐷𝑗1
, 

∀ 𝑚 ∈ 𝐷𝑗1, ∑ 𝑧𝑗1,𝑗2
𝑚,𝑛  ≤ 1𝑛∈𝐷𝑗2

∀ 𝑛 ∈ 𝐷𝑗2, ∑ 𝑧𝑗1,𝑗2
𝑚,𝑛  ≤ 1𝑚∈𝐷𝑗1

Where Ec is the total weight of the correspondence for 
the part type C, Zc is the subset Z for the part type C, 
Em,n is the correspondence between the parts dm

j1 and 
dn

j2 . 

The equations stipulate that two limbs of the same 
type do not share one part. We can use the Hungarian 
algorithm [4] to get the optimal match. 

When it comes to finding the whole pose of many 
people, the Z definition is a K-dimensional matching 
problem. This problem is NP hard and there are many 
relaxations. We add two more relaxations to optimize 
this algorithm: 

 The minimum number of edges is chosen to
obtain the skeleton of a human pose, rather
than using the full graph.

 The matching task is decomposed into a set of
bidirectional matching subtasks and
independently determines the matching in
adjacent tree nodes:

𝑚𝑎𝑥𝑍𝐸 = ∑ 𝑚𝑎𝑥𝑍𝑐
𝐸𝑐

𝐶

𝑐=1

 . 

Fig. 2. Joints of body parts for every person on image 

Therefore, candidates for limb connection are 
obtained independently of each other. These 
candidates are then assembled into limbs and 

combined into full body poses for multiple people 
(Fig. 2). This optimization scheme for a tree structure 
is an order of magnitude faster than optimization for a 
fully coupled schedule [5, 6]. 

The result of the algorithm is a full-size virtual 
human skeleton, displaying the positioning of his 
anatomical body parts, as well as the position of the 
whole body. 

IV. SOLUTION TESTING AND RESULTS

The algorithm is evaluated according to two 
criteria: 

 MPII multiuser dataset,

 COCO milestone dataset.

These two datasets contain images with different 
scenarios that contain many real-world problems such 
as large numbers of people, zooming, occlusion, and 
contact. Our approach set a new record for the speed 
of work on the COCO dataset [7] and significantly 
exceeds the previous modern results on MPII data [8] 
for several people. The table below shows some of the 
qualitative results of the algorithm. 

A. Test Results on MPII Multi-Person Dataset

For comparison on the MPII dataset, we use the
toolkit [32] to measure the mean accuracy (mAP) of 
all body parts based on the PCKh threshold. Figure 
3.1 compares mAP performance between our method 
and other approaches. First, over a subset of 288 test 
images, and then over the entire MPI test suite. 
Besides the mAP score, we compare the average 
processing and optimization times on the image. 

For a subset of 288 images, our method 
outperforms previous modern bottom-up methods by 
8.5% mAP. It is noteworthy that our inference time is 
6 orders of magnitude less than competing algorithms. 
Section 3.3 analyzes the runtime in more detail. 

For the entire set of MPII tests, our method already 
surpasses the previous modern algorithms by a large 
margin, that is, by 13% mAP. Using 3-scale search 
(x0.7, x1 and x1.3) further increases performance to 
75.6% mAP. Comparing mAP with previous bottom-
up approaches shows us how effective the 
representation of functions, PAF, are for linking body 
parts. Based on a tree structure, our expensive 
processing method provides better accuracy than a 
graph optimization formula based on a fully coupled 
graph structure [32, 33]. 

B. Test results on COCO Keypoints Challenge

dataset

The COCO training set consists of over 100,000
people with over 1 million major key points (body 
parts). The test suite contains subsets of "test-
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challenge", "test-dev" and "test-standard", which have 
approximately 20K images.  

Algorithm AP AP-50 AP-75 AP-M AP-L 

Current 60.5 83.4 66.4 55.1 68.1 

G-RMI 59.8 81.0 65.1 56.7 66.7 

DL-61 53.3 75.1 48.5 55.5 54.8 

R4D 49.7 74.3 54.5 45.6 55.6 

The COCO score determines the comparability of 
the recognized points (OKS) and uses the average 
accuracy (AP) at more than 10 OKS thresholds as the 
main scoring criterion. OKS is calculated based on the 
size of the person and the distance between the 
predicted points and the GT points. Fig. 3.2 shows the 
results from the best teams for a task. It should be 
noted that our method has lower accuracy than top-
down methods for people with smaller scales (APM) 
[16]. The reason is that our method has to deal with a 
much wider range of scales covered by all the people 
in the image in one frame. Top-down methods, on the 
other hand, can scale each deterministic region to a 
larger size and thus reduce the error at smaller scales. 

C. Realtime Tests

To analyze the performance of our method, we
collect videos from different numbers of people. The 
original frame size is 1080×1920, which we change to 
368×654 during testing to match the GPU memory. 
Runtime analysis is performed on a laptop with a 
single NVIDIA GeForce GTX-1080 GPU. 

In Fig. 3 we are using person detection and CPM 
for one person as opposed to top-down approaches, 
where the execution time is roughly proportional to 
the number of people in the image. The time it takes 
to complete our bottom-up approach grows relatively 
slowly as the number of people increases. The lead 
time consists of two main parts: 

CNN processing time with O (1) complexity, 
which is constant with different numbers of people 

Time of distribution of parts between people, the 
complexity of which is O (), where n is the number of 
people. 

Fig. 3. Results detection of positions of body parts 
and intermediate vectors contruction 

The parsing time does not have a significant 
impact on the overall execution time, as it is two 
orders of magnitude less than the processing time of 
CNN, for example, for 9 people, parsing takes 0.58 ms 
and CNN takes 99.6 ms. Our method achieved 
8.8 frames per second for videos with 19 people.
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Abstract. This work is dedicated to the problem of 

image classification under the condition of small image 

datasets. Both traditional and CNN-based methods are 

examined and compared based on a benchmark image 

dataset. The dataset consisted of 12000 routine 

hematoxylin-eosin stained histological images. They 

represent the biopsy samples of normal tissue and the 

malignant tumors caused by breast cancer. The 

commonly-known image analysis methods which make 

use of color co-occurrence matrices of images converted to 

an adaptive 32-color space and the limited number of their 

principal components (PCA) were used as image features. 

The features were inputted to SVM and Random Forests 

classifiers. The original image training set was gradually 

reduced from 8400 to 840 images with the step of 10%. In 

addition, the very-small sub-samples of 5% (420), 2.5% 

(210), 1.25% (105), and 1% (84) of original image dataset 

were also examined. In its turn, the classical CNN was 

employed that consisted of only 3 convolutional + 

MaxPooling layers with 16, 32, and 64 filters respectively. 

This is because the small image training sets were 

specifically targeted in this particular study. The 

convolutional part was followed by a fully connected 

neural network with 512 intermediate nodes. As a result, 

it was found that traditional methods outperform the 

CNN-based image classification technique on the training 

sets comprised of less than 840 images. 

Keywords: Image Classification, Benchmarking, 

Convolutional Neural Networks, Histology images 

I. INTRODUCTION

Nowadays, the Convolutional Neural Networks 
(CNNs) and Deep Learning (DL) techniques are widely 
used for solving various image processing, 
segmentation, classification, clustering, and even 
realistic image generation problems. These methods 
have demonstrated tremendous promises in different 
application domains including medical image analysis, 
classification, and computerized disease diagnosis [1, 
2]. However, training of CNNs with recent architectures 
requires large amounts of professionally labeled 
medical images of different classes that could be 
difficult to collect, laborious to label, and costly. 

The histopathology image analysis based on light 
microscopy has long been recognized as a gold standard 
in cancer diagnosis. Modern digital pathology which 
includes whole slide imaging (WSI) scanners and 
automated image analysis solutions provides a more 
efficient and cost-effective way of handling, 
visualization, and analysis of the pathology image data 
[3]. Although the conventional methods of WSI image 
analysis based on the extraction of color and 
morphological features are still in use [4], the new DL 
approaches often demonstrate better performance and 
higher tolerance to image variability caused by a 
number of different factors [5, 6]. In [6] authors have 
isolated, carefully enumerated, and characterized 10 
major challenges of AI in digital pathology which we 
are currently facing. The challenges that are most 
relevant to the present study include lack of labeled 
data, pervasive variability, and so-called realism of DL 
which is associated here with the available computation 
power. 

Presently, it is commonly understood that the 
classification results always depend on the degree of 
representativeness of images included in the training 
set. Therefore, it is highly desirable that these images 
should be as “representative” as possible for the 
classification problem we are dealing with. In terms of 
the feature space, this means that the training image 
samples should cover well the regions of feature space 
that could be potentially populated by the image classes 
we considering. Such a problem is directly relevant to 
the following two major factors: the size of the training 
set and, (b) the variability of images inherent to the 
classes. 

In this paper, we are trying to shed light on the 
problem of small image training sets and image 
variability on the typical example of histopathological 
images used for breast cancer diagnosis. Both 
traditional and CNN-based methods are examined and 
compared based on common histological image datasets 
used as benchmarks. 
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II. MATERIALS AND METHODS

A. Patients and Whole Slide Images

The whole slide histopathological images acquired
from biopsy samples of 90 different patients suspicious 
for breast cancer were used as the source of image data. 
These WSIs represent a sub-sample of hematoxylin-
eosin stained images of lymph node sections used in the 
Grand Challenge [5]. The challenge was aimed at 
discovering the best methods and algorithms for 
detecting breast cancer metastases. A total of 76 WSIs 
contained metastases of different sizes whereas the 
other 14 not presented any pathological changes and 
were considered to be the norm. An example fragment 
of a WSI image, as well as the high-resolution picture 
of its inhomogeneous region, are shown in Fig. 1. It 
should be noted that histological images of biopsy 
samples may contain both normal and tumor regions 
simultaneously what is clearly demonstrated by Fig. 1. 

B. Image datasets

Original professionally-labeled WSI images were
partitioned into non-overlapping image sections (image 
tiles) of 256×256 pixels in size at the highest resolution 
level that corresponds to the x40 optical microscope 
magnification. A total of 12000 tiles including 6000 
tiles of the norm and 6000 tiles of tumor were randomly 
sub-sampled from the resultant set of tiles. Examples of 
the two image classes are given in Fig. 2. 

The well-balanced train and test image datasets were 
created following the 70/30 percent proportion. This has 
resulted in 8400 image tiles included in the training set 

(4200 tiles of norm plus 4200 tiles representing the 
tumor) and 3600 images (1800 of norm regions and 
1800 of tumor) used for testing. In a similar study [4], 
we experimentally confirmed that WSI tissue images of 
each particular patient are holding certain characteristic 
image patterns (features) which makes them somewhat 
different from any others. As a result, including image 
tiles of one single WSI to both training and test sets 
creates a bias that resulted in an artificial increase of 
classification accuracy. With this in mind, here, image 
tiles of any given patient were included in the training 
or test set only and never in both simultaneously. 

For the computational experiments involving the 
deep learning techniques the image training set was 
further subdivided into the 5880 training images as such 
and 2520 validation ones. Again, these particular 
datasets were well balanced containing exactly 50% of 
the norm and 50% of images representing tumor 
regions. The random sub-sampling was preferred on all 
the occasions where possible. 

C. Conventional methods

As usual, the conventional method of binary
classification task considered in this study included 
feature extraction and classification steps. The feature 
extraction was performed based on color co-occurrence 
matrices [7]. Given that the hematoxylin-eosin stained 
histological images are reasonably poor in colors, the 
original RGB color space was reduced down to the 
palette of the most common 32 colors. This was 
accomplished with the help of an adaptive algorithm of 
reducing color space based on k-means clustering as 
implemented in commonly-known Python PIL library. 
The inter-pixel spacings were selected to be 1, 2, and 4 
pixels. As a result, the co-occurrence image descriptors 
had the form of 3D arrays of “colors-colors-spacing” 
type with a dimensionality of 32×32×3. 

It is known (and it is very natural) that elements of 
co-occurrence matrices are highly correlated and 
therefore they are too redundant to be utilized as image 
features directly. For this reason, their principal 
components (PCs) derived with the help of the Principal 
Component Analysis (PCA) method were used instead. 
The advantage of such features is that they are compact, 
linear, and mutually uncorrelated. 

The image features were inputted into the Support 
Vector Machine (SVM) and Random Forests (RF) 
classifiers. These classifiers were selected because they 
typically provide competitive results and their software 
implementations are available broadly. The relatively 
low computational expenses required by the classifiers 
allow to subsample given amount of image data from 
the whole dataset of 8400 training images and repeat the 
subsampling-training-prediction loop 100 times for 
obtaining reliable estimates of classification accuracy. 

Fig. 1. Example fragment of WSI image 

and its characteristic region 

Fig 2. Example image tiles of two classes 
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D. CNN-based methods

In this study, the simple and well-known CNN
architecture was employed that consisted of only 3 
convolutional + MaxPooling layers with 16, 32, and 64 
filters respectively (Fig. 3). This is because the 
assessment of the use of limited image training sets was 
particularly targeted in this study. In addition, such a 
decision enables other researchers to easily reproduce 
results of the computational experiments reported in this 
paper. The convolutional part of CNN was followed by 
a fully connected neural network with 512 intermediate 
nodes. 

Note that despite the simple architecture, under 
condition of 256×256 pixels of input image size the 
CNN contains 29,515,809 trainable parameters 
(weights). It was found that the use of 
GlobalMaxPooling instead of a straightforward 
Flattening of the output of the convolutional part of 
neural network reduces the number of parameters down 
to 57,377 with no accountable reduction of the 
classification accuracy. 

E. Experimental arrangements

In order to obtain a relatively complete picture of the
influence of training set size on the classification 
results, the original image training set was gradually 
reduced from 8400 to 840 images with the step of 10%. 
In addition, the very-small sub-samples of 5% (420), 
2.5% (210), 1.25% (105), and even 1% (84) of original 
image dataset were also examined where possible. In all 
the occasions the test set was kept exactly the same and 
consisted of 3600 images. 

The pipeline of computational experiments included 
the major steps given below. 

(a) Initial preparations. They included converting
original color RGB images into the reduced paletted 
representation with 32 colors as well as calculation of 
color co-occurrence matrices for each of 12000 images. 

(b) Creating a data table by way of storing vectorized
versions of co-occurrence matrices into 12000 different 
rows. Performing PCA on the resultant data table for 
obtaining a concise feature representation of every 
image involved in the experiments.  

(c) Splitting the whole image dataset into the train
and test subsets by 70/30 rule. In the case of CNN-
based classification (not applicable to conventional 
SVM and RF) the train set was further split by the 
same rule into the part used for training as such and 
the validation. 

(d) Cary out the conventional part of classification
experiments in 14 steps by way of step-by-step 
reduction of training set size from the original 8400 
images down to 84 ones as described above. At every 
classification step except for the first one, the 
training+prediction procedure repeated 100 times on 
varying image training sets obtained by a random sub-
sampling from the original 8400 items. As a result, the 
total number of training and prediction steps was 
amounted up to 13*100+1 = 1301. This was to 
account for the inhomogeneity of original image 
classes as well as for the variability of images the 
training set is made of. 

(e) The CNN-based experiments were done in a
similar manner. However, in this case, one more key 
parameter came into the way what is the number of 
training epochs that need to be performed. Also, due to 
known fluctuations of the training process, the exact 
measurement of classification accuracy often includes 
performing a safe, i.e., over-rated number of epochs in 
order to identify the best one. There are some more 
control parameters such as random seeds different 
values of which may lead to slightly different results. 
These parameters increase potential computational 
expenses even further. For estimation purposes let us 
simply suppose that we need only 10 additional 
exploratory runs due to these factors specific for CNNs. 
Then the number of repetition loops of type {sub-
sampling} {training} {prediction} {adjusting control 
parameters} increases up to approximately 13,000 what 
is going beyond the reason. 

Thus, in order to make conventional and CNN-based 
results comparable, at each step of experiments we 
selected the training dataset that provided the best 
classification accuracy by SVM classifier and repeat it 
on exactly the same set of training and test images using 
CNNs. 

III. RESULTS

Results of classification experiments are given 
below and itemized in the same way as their description 
presented in the previous section. 

(a) Color co-occurrence matrices were computed
using a fast algorithm based on indexing arrays that 
implemented in R language [8]. The elements below the 
leading diagonal of square-shaped Color-Color slices of 
resultant 3D arrays were summed up to the 
corresponding elements situated above the leading 

Fig 3. The CNN architecture being employed 

180

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



diagonal to avoid dependence of results on the rotation 
and reflection of original images as described in [7]. 

(b) The image features, i.e., principal components
were selected using values of 0.9, 0.95, and 0.98 as 
thresholds for cumulative variance. These resulted in 
21, 221, and 370 components respectively. The value of 
0.95 was finally selected as the basic and used in all the 
computational experiments. 

(c) In CNN-based classification with 14 different
training set sizes the images for training and validation 
were selected at random by 70/30 proportion. The 
amounts of norm and tumor images were kept 
equivalent in both. 

(d) Results of image classification using
conventional methods are summarized in Fig. 4. As it 
can be seen from the top panel of Fig. 4, the difference 
between the mean accuracy values provided by SVM 
and RF classifiers is reasonably low with a maximum 
mutual deviation of about 1%.  

Next, the shape of plots suggests that the mean 
accuracy is keeping almost constant for all training set 
sizes reduced from 8400 down to 840 images. Then it 
drops quickly from 95.1% (SVM) and 96.2% (RF) 
down to 88.5% and 88.8% respectively when reaches 
the smallest training set of 84 images.  

Interestingly, the most fortunate combination of 84 
training images among 100 randomly sampled ones 
for SVM-based classification provided 95.3% of the 
classification accuracy on the balanced test set 

consisting of 3600 images. This is slightly better than 
the worst results on all the repetitions of experiments 
and all tested training set sizes (see corresponding 
whiskers of the box-and-whiskers plots of Fig. 4). 

The pattern of variability of classification results is 
somewhat more interesting (see SVM as an example on 
the bottom panel of Fig. 4). While the training sets 
remain relatively large, the standard deviation keeping 
small and ranged from STD=0.172% for 7560 images 
and going up to STD=0.545% for 840 images. Then it 
increases significantly and achieves STD=3.946% in 
the case of 84 images randomly chosen for training. The 
extreme values ranged even more substantially. For 
instance, in case of SVM and 84 training images, the 
classification accuracy varied in 100 repetitions from 
73.1% to 95.3%. The described behavior can be 
explained by the following two reasons: 

 the large portions of training images represent
better the whole population (general
regularity),

 the histological images used in this study are
very heterogeneous (see Fig. 2) and vary
significantly depending on the patient, biopsy
techniques, sample preparation and staining
protocols, image acquisition devices used in
different hospitals, and some other factors.

(e) Results of CNN-based classification are given
in Fig. 5. From a first glance, it becoming clear that 
results produced by CNN are comparable with the 
ones obtained using color co-occurrence features 
followed by SVM and RF (see bars for 8400, 420, and 
840 images in the training set). However, once the 
training set is reduced further, the popular nowadays 
DL-based approach starts to lose completely against
classical methods. This is especially obvious when the
CNN results are compared to the ones produced by
SVM. For making this fact easier to capture, the
bottom panel of Fig. 5 provides two plots that compare
results produced by CNN and the maximum accuracy
achieved either by SVM or RF classifiers for each step
of the experiments.

It is clear that due to the low computational expenses 
both of them can be comfortably run in parallel and the 
best result can be taken as the final solution. Note that 
such results are not surprising at all because it is 
commonly known that CNNs are hardly usable in the 
circumstances when only a few tens or hundreds of 
images are available for training (the use of possible 
benefits provided by augmentation and other similar 
techniques should be discussed separately). 

Fig. 4. The mean classification accuracy achieved across  

100 replications by SVM and RF methods (top) and its variation 

in case of SVM (bottom) 
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VI. CONCLUSIONS

Results reported with this study allow drawing the 

following conclusions. 

(1) Conventional and CNN-based methods produce

similar classification accuracy on relatively large 

training sets (from 840 to 8400 images). However, on 

smaller training sets containing 84-420 images, 

conventional methods reliably outperform the results 

demonstrated by CNN. 

(2) Under the condition of the high variability of the

content of original images and small training sets the 

classification results may vary substantially depending 

on the images used for training. For instance, in this 

particular study, the classification accuracy varied in a 

wide range from 73.1% to 95.3%. In the case of 

conventional methods, this problem can be resolved by 

multiple re-sampling training images and re-running 

the training for obtaining a reliable estimate of the 

accuracy. However, with CNNs such a solution can be 

not feasible due to much higher computational 

expenses. 

(3) The use of recent large and heavy CNN

architectures with small image datasets is questionable. 

However, a separate investigation is necessary for 

quantitative assessment. 
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Abstract. Weather monitoring plays a vital role in intelligent 
traffic transportation, and the improvement of weather 
recognition accuracy can effectively improve driving safety. At 
present, classification-based and segmentation-based algorithms 
for weather recognition have achieved good performance, but it 
is still full of challenges in real applications. On the one hand,  
the number of classes in public data sets is insufficient, which 
cannot identify the conditions such as stagnant water and debris 
flow. On the other hand, the current weather recognition methods 
have poor generalization ability, the model needs to be retrained 
when classes are changed. In this paper, we first propose a new 
multi-traffic weather (MTW) data set for weather recognition, it 
contains much richer classes. Then, a new weather recognition 
method based on attention  image  retrieval  (AIR)  is  proposed 
to improve the performance of recognition. Compared with the 
previous methods, our method can obtain better generalization 
performance. 

Keywords: weather recognition, image retrieval, attention 

I. INTRODUCTION

Weather recognition in natural scenes plays an important 
role in the field of intelligent traffic. Especially bad weather 
will not only greatly weaken the efficiency of transportation, 
but also directly cause traffic accidents, endangering people’s 
lives and property. Different from general object recognition 
[1], [2], weather recognition is to recognize the entire image 
and requires an understanding of complex phenomena, such as 
light and reflection on the surface of the object. The current 
system relies on either a series of expensive sensors or on 
manual assistance to identify weather conditions. Since the 
weather condition varies locally from place to place in the 
same region, expensive sensors and a lack of human assistance 
limit the availability of local weather measurements. 

Recently, weather recognition method based on computer 
vision has become more and more popular. The traditional 
weather image recognition method uses histogram  features 
for representation [3], [4] and applies support vector machine 
(SVM) method for classification [5], [6]. With the develop- 
ment of deep learning, the accuracy of weather recognition 
based on deep learning has also been greatly improved, Cewu 

This work was supported by the Fundamental Research Funds for the 
Central Universities under Grant 2021QY002, in part by the National Nat- 
ural Science Foundation of China under Grant 61872034, 62062021 and 
62011530042, in part by the Beijing Municipal Natural Science Foundation 
under Grant 4202055, in part by the Natural Science Foundation of Guizhou 
Province under Grant [2019]1064. (Corresponding author: Yigang Cen.) 

et al. [6] combined the data-driven CNN feature and well- 
chosen weather independent features to train a latent SVM 
classifier. This method is insensitive to global intensity trans- 
fer. Elhoseiny [7] focused on studying the feature spaces in  
the weather classification task. Lin et al. [8] proposed a region 
selection and concurrency model (RSCM) to help discover  
regional properties and concurrency for multi-class weather 
recognition. However, these methods need to retrain the model 
when adding or deleting some classes for different regions.  
Besides, the recognition accuracy for specific scenarios needs 
to be further improved to meet the requirements of actual 
traffic road weather recognition. 

Existing datasets (e.g. TWI [6] and MWD [8]) include 
different scenes and can not identify some conditions of traffic 
jams caused by bad weather (i.e. stagnant water and debris 
flow). Thus, we propose a finer traffic scene weather data set 
called the multiple traffic weather (MTW) data set. Compared 
with the previous data sets, our data set contains more classes 
(11 classes) with 2,444 images, including sunny (norm), rainy 
(heavy rain, light rain), snowy (heavy snow, light snow), and 
haze (mist and dense fog), others(flood, debris flow, stgnant 
water, and landslide). 

In order to meet the requirements of real scenarios, in 
addition to proposing more comprehensive data sets, it is 
necessary to build a more accurate and flexible recognition 
algorithm. The image recognition based on image retrieval 
method has been proved to be very effective in face recognition 
[2] and person re-identification [10]. Image retrieval method
can effectively calculate the similarity between query image
features and image features of the prior images, and further
obtain output results according to the label of the nearest prior
image. Concretely, we propose a weather recognition method
based on attention image retrieval (AIR),  which  combines
the ResNet network structure and the attention mechanism
as the encoder to learn the features of each class. Then the
classification loss and metric loss are employed to update the
weight of the encoder. In the testing phase, we adopt the
encoder to extract features and compare them with the features
of the prior images to determine the weather class  of  the
input image. Compared with the previous methods based on
classification or segmentation, our method not only has a better
recognition rate, but also has a stronger generalization ability
such that new categories can be added without retraining the
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model.

The main contributions of this paper are as follows. We

propose a new open-source traffic road weather data set

called the multi-traffic weather (MTW), which contains richer

and finer classes (11 classes).We propose a new weather

recognition method based on attention image retrieval (AIR),

and demonstrate its superiority on the public weather data set

and our MTW data set.

II. WEATHER RECOGNITION DATA SET

In this section, we first revisit some existed weather recog-

nition data sets, Martin et al. [3] developed a database with

three classes, i.e. clear, light rain, and heavy rain. Then Cewu

et al. [6] proposed two-classes weather images (TWI) data set,

which includes 5,000 sunny and 5,000 cloudy images. Lin

et al. [8] constructed a multiclass weather data set (MWD)

with 65,000 images from 6 common weather categories, i.e.,

sunny, cloudy, rainy, snowy, haze, and thunder. In addition,

Villarreal et al. [9] proposed a rain, fog, snow (RFS) data set

collected online that depict scenes of three weather conditions,

and each condition contains 1100 images. A comparison of

weather images from different data sets shows that current

data sets are limited in two ways: (1) The number of weather

class is not enough. Moreover, the classification is not detailed

enough. For example, dense fog and mist have different effects

on traffic, which should be identified and given different

warnings. (2) Only some common weather categories are

included, which ignores road safety problems (i.e. stagnant

water and debris flow) caused by bad weather.

In order to reduce the impact of bad weather on traffic,

we construct a new open-source data set called the multi-

traffic weather (MTW) data set. In our daily life, common

weather conditions include sunny (norm), rainy (heavy rain,

light rain), snowy (heavy snow, light snow), and haze (mist,

dense fog). Common natural disasters that affect traffic include

flood, stagnant water, debris flow, and landslide. By using the

web crawler, we collected a total of 11 categories and 500
images for each class. After our screening, there were finally

3, 254 images left, including 2, 444 images for the training set,

and 810 images for the test set. As shown in Table. I, we split

the data set into the training set and testing set for each class.

The ratio of the training set and the testing set is about 3 : 1.

III. METHODOLOGY

A. Overall Network Structure

We propose a novel weather recognition framework based

on the attention image retrieval method (AIR). In the training

phase, as shown in Fig. 1, it includes an encoder and two

losses. The images are input into the backbone network to

extract the features. Due to the large difference in data scenes

collected, the network needs to extract some features required

to exist in a specific class. Therefore, before the global average

pooling (GAP) of the benchmark network, we proposed a

weather attention (WA) module to make the network pay more

attention to the features of the weather. Then the obtained

features are divided into two branches, one branch takes the

Fig. 1. The overall architecture of the training network, it includes an encoder 
and two loss functions

classification loss, namely the cross-entropy loss. Another 
branch takes the metric loss. Here, we introduce the multi-

similarity loss, which can effectively learn the relationship 
between positive and negative examples such that the network 
can learn robust features. In the test phase, the features 
obtained by the benchmark network are used to calculate the 
similarity with the prior images, and the class of the image 
is determined according to the class of its nearest neighbor in 
prior images.

B. Weather Attention Module

In this work, in order to make the network focused on

weather features, we propose a weather attention (WA) mod-

ule, which considers channel attention (global feature) and

spatial attention (local features) information. Specifically, our

channel attention adopt an 1 × 1Conv-ReLU-1 × 1 Conv

operation as the SENet [11]. The channel attention maps

are dotted with the feature maps, their results are input into

1×1Conv-ReLU-1×1 Conv to reduce the channel dimensions.

In Fig. 1, according to the enhancement of channel attention

and spatial attention, the network can filter out some weather

independent features that can improve the accuracy of weather

recognition.

C. Loss Functions

As shown in Fig. 1, we extract feature maps from the

backbone and WA module, then a softmax function is used

to predict the classes of the input image features. The cross-

entropy loss is employed to compute loss bettween predict

label ŷ and real label y, it is computed as:

Lcls = − [ylogŷ + (1− y) log (1− ŷ)] . (1)

In addition, we introduce a pair-based metric loss func-

tion, the multi-similarity (MS) loss [12], to realize more

efficient sample training through two iterations of sampling

and weighting. For each sample pair, we need to consider

not only the self-similarity of the sample pair itself, but

also its relative similarity with other sample pairs. Therefore,
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TABLE I
PROPOSED MULTI-TRAFFIC WEATHER (MTW) DATA SET, IT MAINLY INCLUDES FIVE CATEGORIES, INCLUDING RAIN, SNOW, HAZE, NORM, AND OTHERS.

OTHERS REFER TO CATEGORIES THAT ARE NOT COMMONLY USED. IN ADDITION TO THE NORM CLASS, EACH CLASS CAN CONTINUE TO BE FINELY

DIVIDED INTO DIFFERENT CLASSES.

class
snow haze rain others norm

light heavy
mist dense fog

light heavy stgnant
debris flow flood landslide norm

snow snow rain rain water
train 146 333 136 34 269 134 436 154 355 149 398
test 48 111 44 11 89 44 144 51 118 50 100

TABLE II
WEATHER IDENTIFICATION RESULTS BASED ON DIFFERENT BENCHMARK

NETWORK STRUCTURES ON THE PROPOSED MTW DATA SETS.

Methods Accuracy(%)

Backbone

ResNet18 75.2
ResNet34 75.6
ResNet50 76.5

ResNet101 76.3

Component analysis
baseline 76.5

baseline+MS 77.0
baseline+MS+Attention 77.5

Our AIR method
classification 77.5
image search 79.9

important sample pairs can be adopted and weighted more

efficiently and accurately. The MS loss is formulated as:

LMS =
1

m

m∑
i=1

{
1

α
log

[
1 +

∑
k∈Pi

e−α(Sik−λ)

]

+
1

β
log

[
1 +

∑
k∈Ni

eβ(Sik−λ)

]
}

(2)

Pi reprsents a positive sample, and Ni represents a negative

sample. m represents the sample number. λ, α, β are fixed

hyper-parameters. Sik represents the similarity of two features.

Specifically, Sik :=< f (xi; θ) , f (xk; θ) >, where < · >
denotes dot product, which results in an m × m similarity

matrix S with the element at (i, k) is Sik.

IV. EXPERIMENTAL RESULTS

A. Implementation Details and Evaluation Protocol

We perform our experiment on one 1080Ti GPU and

PyTorch 1.1.0 platform. We adopt an ImageNet-pre-trained

ResNet-X as the backbone, Adam is used with a learning rate

0.000003, and weight decays 5e−4. Each training mini-batch

contains 10 images of 5 instances. For the k nearest neighbor

(KNN), we choose k=1, which means the label of the nearest

neighbor is the class of the tested image.

B. Comparison With the State-of-the-Art Methods

In this paper, for our proposed MTW data set, we first

conduct some experiments on different backbone networks.

The results are shown in Table. II. The recognition accuracy

of the mentioned data set increases as the network deepens.

But on the ResNet50 network framework, the result achieves

the highest value of 76.5%. So for subsequent improvements,

we will adopt ResNet50 as our baseline.

TABLE III
PERFORMANCE COMPARISON WITH THE STATE-OF-THE-ART METHODS ON

TWI DATA SET.

Method Accuracy (%)
Yan et al. [13] ISNN(2009) 27.2

Roser et al. [14] IV (2008) 28.5
Lalonde et al. [15] IJCV (2012) 41.8

Lu et al. [6] TPAMI (2017) 55.3
Elhoseiny et al. [7] ICIP (2015) 92.9
SE-ResNet101 [11] CVPR (2018) 94.5

CBAM-ResNet101 [16] ECCV(2018) 94.6
BnInception - 89.8

ResNet18 - 93.8
ResNet34 - 94.6
ResNet50 - 94.7

Our AIR method - 95.6

Fig. 2. Heat maps of attention of the proposed models in the proposed 
common weather categories. Each row represents a class, for each image, 

we show the GAP map (left) and Cam ++ heat map (right), respectively

Then we conduct a series of experiments and analyze the 
effectiveness of our proposed method in Table. II. Here, 
the backbone network is ResNet50, and the cross-entropy 
loss function is used to calculate the classification loss. The 
recognition accuracy rate is 76.5%. When different modules 
are added, the accuracy will be improved correspondingly. 
From Table. II, we can see that search recognition accuracy 
reaches 79.9%, which is improved 2.4% compared with the 
classification.

In order to verify the effectiveness of our proposed method, 
we test it on the TWI data set and compare it with some 
state-of-the-art recognition methods, the results are shown in 
Table. III. Here, we choose the highest results of the previous 
methods to compare with our result. We also conducted
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TABLE IV
THE PROPOSED MTW DATA SET IS DIVIDED INTO DIFFERENT SUBSETS, AND THE SUBSETS ARE TRAINED TO TEST THE ACCURACY, RESPECTIVELY.

dataset the number of the class classes Recall@1(%) Accuracy(%)
CC 4 rain snow haze norm 93.5 93.1

CF 7
heavyrain lightrain heavysnow

85.9 87.0
lightsnow densefog mist norm

UF 5
debris-flow flood landslide

86.6 87.8
stgnant-water norm

some experiments on different ResNet networks, including

two networks with attention mechanisms (i.e. SE and CBAM).

From Table. III, we can see that the ResNet101 network

structure combines with different attention mechanisms have

achieved good performance. And ResNet50 achieved a better

classification result than other ResNet networks. Our AIR

method achieves the highest accuracy, which is superior to

the current best results of about 0.9%. It demonstrates the

effectiveness of the proposed AIR method.

C. Discussion

In addition, the proposed MTW data set is divided into

different subsets: common coarse classification (CC), common

fine classification (CF), and uncommon fine classification

(UF), and the subsets are trained to test the accuracy, respec-

tively. As shown in the Table.IV, in the CC subset, there exists

four classes: norm, rain, snow, and haze. Experimental results

show that the model can still get considerable performance for

classes that have never been trained. In addition, we draw the

GAP (global average pooling) map and Grad-CAM++ map of

common weather classes images, respectively. As shown in

Fig. 2, the first row shows images in the rain class, and the

model focuses on the foreground and where the road reflects

light. The second row shows the images in the snow class,

for which the model focuses on the road-side position. In the

third row and the fourth row, the model focuses on the upper

part of the road, the attention region includes the sky. This

demonstrates that our model will pay attention to different

information, so as to distinguish different categories.

V. CONCLUSIONS

In this paper, we first proposed a multi-traffic weather data

set, which mainly concentrates on traffic road scenarios and

contains richer and finer classes. It enables new experiments

both for training better models and as a new benchmark. Then,

we proposed a new weather recognition method based on the

attention image retrieval (AIR) method. It effectively improves

the accuracy of weather recognition, and can be widely used

in different weather recognition scenarios. In other words, it

is well extensible and does not require retraining the model

when adding or subtracting some classes. Our future work

will continuously improving and supplementing our data set.

In addition, we need to further explore the solution of some

images containing multiple classes.

REFERENCES

[1] Kan, S., Cen, L., Zheng, X., Cen, Y., Zhu, Z., Wang, H. : A supervised
learning to index model for approximate nearest neighbor image retrieval.
Signal Processing: Image Communication, 78, 494–502 (2019).

[2] Li, S., Liu, B., Chen, D., Chu, Q., Yuan, L., Yu, N. : Density-Aware
Graph for Deep Semi-Supervised Visual Recognition. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
pp. 13400-13409 (2020).

[3] Roser, M., Moosmann, F. : Classification of weather situations on single
color images. In 2008 IEEE Intelligent Vehicles Symposium, pp. 798-803
(2008, June). IEEE.

[4] Yan, X., Luo, Y., Zheng, X. : Weather recognition based on images
captured by vision system in vehicle. In International Symposium on
Neural Networks,pp. 390-398 (2009, May). Springer, Berlin, Heidelberg.

[5] Chen, Z., Yang, F., Lindner, A., Barrenetxea, G., Vetterli, M. : How
is the weather: Automatic inference from images. In 2012 19th IEEE
International Conference on Image Processing pp. 1853-1856 (2012,
September). IEEE.

[6] Lu, C., Lin, D., Jia, J., Tang, C. K. : Two-class weather classification.
In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 3718-3725 (2014).

[7] Elhoseiny, M., Huang, S., Elgammal, A. : Weather classification with deep
convolutional neural networks. In 2015 IEEE International Conference on
Image Processing (ICIP), pp. 3349-3353 (2015, September). IEEE.

[8] Lin, D., Lu, C., Huang, H., Jia, J. : RSCM: Region selection and concur-
rency model for multi-class weather recognition. IEEE Transactions on
Image Processing, 26(9), 4154-4167 (2017).

[9] Guerra, J. C. V., Khanam, Z., Ehsan, S., Stolkin, R., McDonald-Maier,
K. : Weather Classification: A new multi-class data set, data augmen-
tation approach and comprehensive evaluations of Convolutional Neural
Networks. In 2018 NASA/ESA Conference on Adaptive Hardware and
Systems (AHS), pp. 305-310 (2018, August). IEEE.

[10] Zhang, Y., Jin, Y., Chen, J., Kan, S., Cen, Y., Cao, Q. : PGAN: Part-
based nondirect coupling embedded GAN for person reidentification.
IEEE MultiMedia, 27(3), 23-33 (2020).

[11] Hu, J., Shen, L., Sun, G. : Squeeze-and-excitation networks. In Proceed-
ings of the IEEE conference on computer vision and pattern recognition,
pp. 7132-7141 (2018).

[12] Wang, X., Han, X., Huang, W., Dong, D., Scott, M. R. : Multi-
similarity loss with general pair weighting for deep metric learning.
In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 5022-5030 (2019).

[13] Yan, X., Luo, Y., Zheng, X. : Weather recognition based on images
captured by vision system in vehicle. In International Symposium on
Neural Networks, pp. 390-398 (2009, May). Springer, Berlin, Heidelberg.

[14] Roser, M., Moosmann, F. : Classification of weather situations on single
color images. In 2008 IEEE Intelligent Vehicles Symposium, pp. 798-803
(2008, June). IEEE.

[15] Lalonde, J. F., Efros, A. A., Narasimhan, S. G. : Estimating the natural
illumination conditions from a single outdoor image. International Journal
of Computer Vision, 98(2), 123-145 (2012).

[16] Woo, S., Park, J., Lee, J. Y., Kweon, I. S. : Cbam: Convolutional block
attention module. In Proceedings of the European conference on computer
vision (ECCV), pp. 3-19 (2018).

[17] Chattopadhay, A., Sarkar, A., Howlader, P., Balasubramanian, V. N.:
Grad-cam++: Generalized gradient-based visual explanations for deep
convolutional networks. In 2018 IEEE Winter Conference on Applications
of Computer Vision (WACV) pp. 839-847 (2018, March). IEEE.

186

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



Automation of the Study of Radiologically Isolated 

Syndrome in Multiple Sclerosis 

Ivan Kosik  

FAMCS of  

Belarusian State University 

LICT of Belarusian State 

Medical University 

Minsk, Belarus 

ivankosik91@gmail.com 

Vera Yashina 

Federal Research Center 

“Computer Science and 

Control” of RAS 

Moscow, Russia 

werayashina@gmail.com 

Alexander Nedzved 

FAMCS of 

Belarusian State University 

UIIP of NAS Belarus 

Minsk, Belarus 

NedzvedA@tut.by 

ORCID 0000-0001-6367-5900 

Igor Gurevich 

Federal Research Center 

“Computer Science and 

Control” of RAS 

Moscow, Russia 

igourevi@ccas.ru 

Ryhor Karapetsian 

Laboratory of Information and 

Computer Technology of  

Belarusian State Medical 

University 

Minsk, Belarus 

greg.itlab@gmail.com 

Abstract. In this paper the UNet 3+ model is used for 

detection regions of multiple sclerosis on radiological 

images. For increase quality the specific image 

preprocessing improves quality of dataset and results of 

detection. The proposed solution for the automatic 

identification of pathological areas using artificial neural 

networks has significantly increased the speed of 

analyzing the state of the pathological pattern.  
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I. INTRODUCTION

Multiple sclerosis is a serious disease of the central 
nervous system that leads to disability among people, 
including young people of working age. Insufficient 
knowledge of the pathogenesis of this disease and an 
increase in the frequency of its occurrence require the 
intensification of studies of this pathology [1].  

The most important symptom of multiple sclerosis is 
a focal lesion of the central nervous system caused by 
auto aggression against myelin proteins in the brain and 
spinal cord. In this case sites of demyelination occur and 
sclerotic plaques appear in the small veins of the brain, 
in the cerebellum, in the spinal cord, in the optic and 
other cranial nerves. They are an important diagnostic 
feature of multiple sclerosis.  

Magnetic resonance imaging (MRI) is the most 
effective tool for visualization of demyelination sites 
nowadays. However, for an objective description of the 
state and dynamics of the pathological process, 
visualization of foci on MRI sections should be 

supplemented with data on the size, intensity and 
localization [2].  

Detection of lesions is the first step towards 
obtaining additional quantitative information from MRI 
images. In most cases, their boundaries are blurred and 
have poor contrast against the background of the brain 
tissue. Therefore, the detection of pathological sites is 
the most time consuming and at the same time the most 
important stage. The accuracy of the diagnostics largely 
depends on the accuracy of the detection. Meanwhile, 
in medical practice, segmentation of foci is carried out 
either by manual methods (contouring), or by semi-
automatic methods (for example, by algorithms of area 
growth or "smart brush"). The diagnostician must first 
visually assess the information content of the image area 
in terms of the level of brightness and localization, and 
then carry out the recognition procedure. Considering 
that the radiologist has to analyze at least 120 slices 
(50 + 40 + 30 in three orthogonal projections), it is easy 
to understand how difficult this work is. This affects the 
accuracy of the results, especially when examining 
multifocal patterns [3].     

The use of advanced methods of volumetric 
reconstruction of MRI images, based on fully automatic 
segmentation of informative objects by neural 
networks, contributes to an increase in the productivity 
and accuracy of the study. 

II. PREPARATION OF TRAINING IMAGES

We used  MRI-series of 50 patients obtained in 
different modes (T1, T2, Flair, etc.) for training the 
neural network. In addition, data augmentation was 
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used. It is the technique for generation additional 
training data from the initially available initial set of 
images [4,5]. In our case, the initial training set 
consisted of 455 3D-series. It  corresponds to different 
modes and different studies of 50 patients of the 9th City 
Clinical Hospital of Minsk. 

For the augmentation the Albumentations library 
was used. We chose the following parameters for 
augmentation: 

 rotations up to 20 degrees;

 shift;

 scaling;

 horizontal reflection;

 vertical reflection;

 sharpening;

 spectrum change;

 optical distortion.

To increase the volume of initial data, we used
methods based on geometric and brightness 
variability for informative objects in the original 
images. Methods of the first type increas the data 
volume by reorienting and scaling the available input 
images. This allowed the network to learn invariance 
to this kind of distortion, even if the distortion was 
absent in the original images. 

III. DEFINITION OF CNN MODEL

For the most complete automation of the procedure 
for segmentation of pathological areas on MRI scans, a 
selection of the architecture of a convolutional neural 
network (CNN) and a strategy for its training was 
performed, which would allow obtaining a high return 
with a limited initial sample. The learning strategy is 
based on the most complete extraction and effective 
generalization of meaningful information concentrated 
in the initial data. The effect is achieved due to the 
automatic generation of additional data from this data. 
The network architecture consists of a tapered section 
for capturing context, and a symmetrical expanding 
section for more accurate localization and contouring of 
objects. This network organization is called  U-Net 3+ 
[6] like as Fig 1.

The UNet 3+ gives simplified overviews of UNet,
UNet++. Compared with UNet and UNet++, UNet 3+ 
combines the multi-scale features by re-designing skip 
connections as well as utilizing a full-scale deep 
supervision, which provides fewer parameters but 
yields a more accurate position-aware and boundary-
enhanced segmentation map [7, 8]. 

Fig .1.  The model of UNet 3+ [1]. The depth of each node 

is presented below the circle 

IV. NEURAL NETWORK TRAINING

The series were divided into training set and 
validation one in a ratio of 75% to 25%, respectively. 
The formation of sets of training and validation images 
by series allows you to include all MRI slices of the 
series in only one sample (training or validation). This 
is justified by the fact that similar regions belonging to 
neighboring slices will lead to overfitting if they get in 
different samples. An additional set of test images for a 
separate small group of patients is formed during the 
testing phase of the final version of the neural network. 

The next step in the training procedure is to obtain 
training images (MRI slices) from the 3D series, divided 
into training set and validation one. Sections without 
pathological regions are not used in training, since 
preliminary tests showed that training on all sections 
gives worse results. Examples of the formation of 
training sets are given below. It is clear that the number 
of series selected for the same MRI scan mode exceeds 
the number of unique patients, since several series 
(taken at different times) can belong to the same patient. 

Two neural networks were trained: one on MRI 
series obtained in the T2 TSE scan mode; the second on 
all images (all modes were used). The amount of 
training data is shown in Table I. 

TABLE I. AMOUNT OF TRAINING DATA FOR EACH MODEL 

Model 

Number of 3D-series Number of slices 

Trainin

g 
Validation Training Validation 

Mode T2 

TSE 
119 40 1500 506 

All MRI-

modes 
341 114 4789 1452 
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V. QUALITY ASSESSMENT OF NETWORK

To assess the quality, the Intersection Over Union 
metric (or Jaccard index) was used, given by the 
formula (1): (1): 

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
=

𝐼𝑚1∩ 𝐼𝑚2

𝐼𝑚1∪ 𝐼𝑚2
=

𝐼𝑚1∩ 𝐼𝑚2

𝐼𝑚1+𝐼𝑚2− 𝐼𝑚1∩ 𝐼𝑚2
 ,  (1), 

where TP (true positive) is selection of a pixel that 
actually belongs to the focus of demyelination; FP 
(false positive) is false selection of a pixel that does not 
belong to the focus; FN (false negative) is false marked 
pixel as not belonging to the focus; Im1 is an area 
identified by an expert as a focus of demyelination; Im2 
is area identified by the neural network as a focus of 
demyelination. 

The metric can take values from 0 to 1. It assesses 
how closely the area of the real focus Im1 (selected 
interactively by the expert) matches the area Im2, 
segmented automatically by the neural network. The 
higher the metric value, the greater the coincidence, 
and, therefore, the more reliable the neural network 
model works. In Figure 1, the same focus is 
highlighted by an expert (green) and a neural network 
(brown). 

a)  b) 

Fig. 2.  Jind metric demonstration: total image of MRI-section, 

with highlighted foci A and B (a); fragment of the MRI image  

with focus A (b) 

There is an overlap of areas of green and brown in 
Figure 1b. In Figure 1b, the overlapping areas of green 
and brown correspond to the area selected by both the 
expert and the neural network. 

VI. DISCUSSION AND CONCLUSION

The best accuracy was obtained for the trained 
model with the input image size 352x352 and the batch-
size 9. It is equal to 0.62 (IoU, Jaccard index). 
combination of the binary cross-entropy and the 
Sørensen loss function (Dice loss). This model was 
trained for 100 epochs using a GeForce GTX 1080 Ti 
graphics card. The training lasted 4 hours. 

Examples of the results of segmentation of areas of 
destruction of the myelin sheath are shown in Fig. 3, 4. 

The color of individual areas corresponds to the color in 
Fig. 2: green corresponds to the selection of the focus 
by the expert, brown to the selection of the focus by the 
neural network. The overlapping areas of green and 
brown correspond to the area selected by both the expert 
and the neural network.  

a) b) 

c) 

Fig. 3.  Myelin sheath lesions: original T1W image (a); areas 
identified by an expert (b); part of an enlarged image (c) 

Fig. 4 shows that, the network found all the affected 
areas. For two of them, the highlighting coincided with 
the expert's opinion, one is highlighted contrary to the 
expert's opinion. In such cases, additional validation is 
required.  

In Fig. 5, the network also highlighted all the foci 
(the areas highlighted by the expert and the network 
changed color when superpositioned).  In addition, the 
network highlighted a problem area, which the expert 
did not mark as a focus of demyelination (it remained 
brown). In this case, additional validation of the results 
is required. 
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a)  b) 

Fig. 4.   Myelin sheath lesions: areas identified by neural 
network (a); a enlarged part of the image with the result of 

comparing the lesions identified by the expert and the network (b) 

a) b) 

Fig. 5. Myelin sheath lesions: marked on the original T2W 
image (a); overlay of results of the selection by the expert  

and the neural network (b). The arrow indicates area 6, identified 
as an outbreak only by the network    

In Fig. 6, the neural network did not identify area 
3 as a focus of demyelination, but at the same time 
found areas 1, 2, 4, which for some reason were not 
noted by the expert. Additional analysis of the results 
is required, but neural network extraction looks more 
promising. 

In general, it can be seen that the network 
successfully detects problem areas on MRI-scans 
obtained in different modes. The most accurate results 
are obtained with T2 TSE images. It should be noted 
that the sizes of the areas selected by the network do not 
always coincide exactly with the sizes of the same areas 
identified by the expert. This is due to the ambiguity of 
the focus boundaries, and the result of network 
segmentation is not always less accurate, especially 
when there are many lesions on different sections. 
Working under severe stress, the expert gets tired and 
over time his attention weakens.  

Fig. 6.  Myelin sheath lesions: the result of the superposition of 
the results of the selection of foci by the expert and the neural 

network. The arrow indicates the areas of non-coincidence 

The proposed solution for the automatic 
identification of pathological areas using artificial 
neural networks has significantly increased the speed of 
analyzing the state of the pathological pattern. 
Traditional manual isolation of demyelination lesions 
requires at least 65 minutes per patient, semi-automatic 
isolation takes about 23 minutes, whilea automatic 
segmentation is performed within 1 minute. In addition, 
automatic segmentation using a neural network allows  
to get hundred-percent repeatability of the analysis 
results and significantly reduce the workload for 
neurologists and radiologists.  
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Abstract. Shadow detection is one of the fundamental and 

challenging tasks in the field of computer vision and image 

processing. The increase of computing power has enabled 

many deep learning approaches to solve this problem. In 

this article we consider a DSDNet neural network in order 

to detect shadows on the base of texture analysis of the 

shadow area and bright area of the urban area. 
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I. INTRODUCTION

Shadow is an illumination phenomenon, which is 
caused by the occlusion of light by some object, 
resulting in color and intensity changes in the local 
surfaces. Knowing where the shadow is allows us to 
infer, for example, scene geometry, lighting direction, 
and camera parameters. However, the presence of a 
shadow can degrade the performance of many 
fundamental computer vision tasks such as semantic 
segmentation, object detection and visual tracking. 
Consequently, the shadow detection problem has been 
studied for many years and presents a severe problem 
among computer vision tasks. 

A shadow appears when an object partially or 
completely obscures a direct light source. The structure 
of the shadow is strongly dependent on the features of 
the object such as geometry and height. That is why it 
is more efficient to conduct research on structured 
objects like buildings. Generally, shadows are 
classified into attached shadows and cast shadows.  

 Cast shadows arise when a light source is
obstructed by a part of the same or another
object. Such shadows appear on knowledge
with a flat roof (see Fig. 1).

 Attached shadows are the shadows that form
on the objects themselves. They arise when the
angle between a surface normal and a light
source direction is obtuse. They usually appear
on buildings with hipped roofs (see Fig. 2).

Knowing where the shadow is, allows us to infer, 
for example, scene geometry, lighting direction, and 
camera parameters. Moreover, deleting shadows from 
the image can be used to detect objects such as 
buildings, trees, roads, etc. In addition, after removing 
shadows the objects will be displayed more evidently, 
hence they can be correctly recognized.  

The presence of a shadow can degrade the 
performance of many fundamental computer vision 
tasks such as semantic segmentation, object detection, 
and visual tracking. The main problem caused by 
shadows is the loss of information in the image. It can 
lead to distortion of various parameters derived from 
pixels, so areas cannot be interpreted correctly.  

The shadow detection problem has been studied for 
many years and it is a major concern among computer 
vision tasks. There are a lot of methods for detecting 
shadows in images. The purpose of this paper is to 
figure out the workflow of the neural network DSDNet 
and compare the results of its work to the other 
methods. 

II. OTHER APPROACHES

There are two groups of methods in detection 
shadows on images: traditional based methods and 
deep learning based methods. 

Fig. 1. Representation of the building with flat roofs Fig. 2. Representation of the building with hipped roofs 
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A. Traditional methods

Traditionally, unique image shadow detection
methods are based on exploitation of physical models 
of color and illumination. Other traditional methods 
use hand-crafted features which are based on marked 
shadow images. First of all, such methods describe 
image regions by feature descriptors and then 
categorize the regions into shadow and non-shadow 
regions. Such feature descriptors, for example, color, 
edges, and texture are frequently used in decision trees 
or SVM algorithms.  

However, in satellite images, there are often non-
shadow regions that emerge like shadows and are 
detected as shadows. And there are also shadow 
regions that emerge like non-shadow patterns and are 
detected as non-shadows as well. That is why these 
traditional predicated methods, which are based on 
color chromaticity and illumination, or use hand-craft 
features like illumination cues and color cannot deal 
with complex cases. 

B. Deep learning methods

Due to the growth of computing power, it became
possible to apply deep learning techniques to computer 
vision tasks. Recent state-of-the-art neural networks 
can be learned to detect shadows, which achieve 
significant performance improvements over the 
traditional ones.  

For example, convolutional neural network is 
demonstrated to be a very powerful tool to learn 
features for detecting shadows, especially when large 
data is available. Also the generative adversarial 
networks (GANs) and recurrent neural networks 
(RNNs) adopted to detect shadows. They are based 
on capturing contextual information and exploring 
spatial context of the image. In general, the task of 

training any neural network is reduced to the task of 
minimizing the loss function by adjusting the 
parameters using the gradient descent method. Below 
it is presented a Distraction-aware Shadow Detection 
Network (DSDNet), which can be called a deep 
CNN. 

III. DSDNET APPROACH

For shadow detection it was used convolutional 
neural network DSDNet which is proposed in [1] and 
shown in Fig. 3. In order to construct a multiscale 
network, it was used RexNet-101 as a backbone 
network. Backbone features run through each scale 
(i.e. conv conv1, conv2_x, conv3_x, conv4_x, 
conv5_x) and get into DS module. At each scale, an 
encoder converts the backbone features to image 
features. Each of DS modules will take as input an 
image features and produce DS features, which catch 
the distraction semantics. In the end, the DS features 
are concatenated from top to down and finally sent to a 
fusion layer. This size provides on the output one 
feature map acquisition. Finally this map is followed 
by a sigmoid activation function to output a binary 
shadow map as the final output.  

A. Distraction-aware Shadow (DS) module

The DS module is used in order to learn semantic
features of the distraction regions and concatenate 
the distraction features with the input image features 
to produce distraction-aware features, which are used 
for shadow segmentation. As the input data, it used 
image features (size: H*W*32), which were 
produced by a backbone network and Encoder layer 
(Fig. 3). The output data is DS features with the 
same size. DS module is made of a FP sub-module 
and a FN sub-module, and operations to combine 
different features. 

Fig. 3. Architectures of Distraction-aware Shadow Detection Network (DSDNet) 
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 In short, image features are passed through FN sub-
module in order to produce FN-masked image 
features, which are concatenated with Image features 
to produce FN-augmented features. Then, FP sub-
module takes as input Image features and receives FN-
augmented features and gets FP-aware image features, 
which are subtracted from FN-augmented features to 
get desired distraction-aware features. 

B. False negative sub-module

FN sub-module is used in order to learn FN
features and FN-masked features, which are used to 
augment the input image features. This module is 
designed to enable the network to focus on possible 
FN regions, which would help the network better 
discriminate the FN regions, whose visual 
appearances are highly variable from general 
shadows. Firstly, it employs a feature extractor on the 
image features to extract the FN features. It used the 
FN features for FN prediction, by estimating a soft 
binary map indicating the possible FN locations on the 
input image. It was necessary as we want to force the 
FN features to capture the semantics to recognize 
potential FN regions. Secondly, the FN features are 
concatenated with the image features and fed into an 
attention block to produce a mask. Thirdly, a masked 
image presentation is obtained by multiplying image 
features with duplicated soft mask element-wise. To 
enhance the feature activations on FN regions, 
received features are added to image features to 
produce FN-augmented image features. 

C. False positive sub-module

The FP sub-module is used in order to learn the
FP features which are used to enhance the FN-
augmented features (Fig. 4). Similar to the previous 
scheme, it was used a feature extractor layer to get 
false positive features. Then we concatenate the 
received feature map from the FN sub-module and 
feed it into the Conv block in order to generate FP-
aware image features. Finally, we subtract obtained 
FP features from FN features to weed out the 
negative effect of FP features on detection. This 
operation would make the network less sensitive to 
potential false positive distraction.  

D. Convolutional Layers

The convolutional layers used in our network,
except those listed below, are all followed by a Batch 
Normalization layer and ReLu activation function. 

 Encoder consists of 2 convolutional layers,
which consist of 32 filters with 3x3 kernels.

 Encoder consists of 2 convolutional layers,
which consist of 32 filters with 3x3 kernels.

Fusion layer consists of one convolutional layer 
with one filter with kernet size = 1 x 1. 

 The feature extractor in FN Sub-module and FP
Sub-module consists of 2 convolutional layers
with 32 kernels of size 3 × 3.

 The attention block has one convolutional layer
with 64 kernels of size 3×3, followed by a
sigmoid activation function.

 The Conv block in FP Sub-module constituted
of the 3 convolutional layers have 64 filters
each, with kernel size = 1 × 1, 3 × 3 and 1 × 1,
then it is followed by another 3 convolutional
layers with 64 filters in the first layer and 32
filters in the others with the same kermel size.

The architecture of the DSDNet neural network is 
implemented in Python programming language using 
PyTorch library. 

IV. EXPERIMENT

In training neural network it used three public 
datasets, where all images were reduced to a size of 
320x320. In order to expand the training sample, all 
pictures were augmented by random horizontal 
flipping. The following sets of images were used as 
training data: SBU [2, 3] (4089 pictures for training, 
638 for testing), UCF [4] (135 pictures for training, 
110 for testing) and ISTD [5] (1870 pictures for 
training, 540 for the test). The neural network DSDNet 
for detecting shadows from satellite images allows us 
to reveal the semantics of the image due to the DS 
module. This module significantly increases the 
accuracy of shadow segmentation by double 
verification of geometric features, specifying their 
belonging to the shadow. 

To evaluate the results BER metric was used (1): 

 𝐵𝐸𝑅 = 1 −
1

2
(

𝑇𝑃

𝑇𝑃+𝐹𝑁
+

𝑇𝑁

𝑇𝑁+ 𝐹𝑃
) 

where TP, TN, FP, FN - denote the numbers of true 
positives, true negatives, false positive and false 
negative shadow pixels, respectively. BER is an 
effective metric to calculate the efficiency on the class 
imbalance results, and that is why it is extensively used 
for shadow evaluation. A lower score indicates a better 
performance. 

DSDNet method was compared with many state-of-
the-art shadow detection methods like DSCNet [6], 
scGAN [7], BDRAR [8] and ST-CGAN [9]. Table 1 
presents the results of a quantitative comparison of the 
neural networks which were presented above. It shows 
that DSD network has the best scores on all test 
datasets. Fig. 5 shows visual results of the considered 
neural network workflow on satellite images.  
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TABLE I. QUANTUTATUVE SHADOW DETECTION RESULTS 

Methods 
BER 

SBU UCF ISTD 

DSDNet 3.45 7.59 2.17 

DSCNet 5.59 10.54 3.42 

scGAN 9.04 11.52 4.70 

BDRAR 3.64 7.81 2.69 

ST-CGAN 8.14 11.23 3.85 

V. CONCLUSION

The basic difference of buildings patterns is 
geometric features on satellite images. It allows us to 
describe buildings as structured objects. The DS 
module is an additional clarification of their belonging, 
thus the accuracy of determining the shadow increases.  
The DS module augments input image features with 
explicitly learned distraction features by a specific 
fusion strategy to produce distraction-aware features 
for robust shadow detection. However, there are many 
cases where the network gives a wrong result. It can 
happen either on weak shadow images where the 
shadows have very similar brightness to the 
background or images with an extremely dark 
background, where the shadows are almost blended 
into the background. Due to a small number of labeled 
satellite images, the neural network was trained on 
public datasets, which contain not only satellite 
images, but also other cases. If the neural network is 
trained only on satellite images, the accuracy will be 
strongly increased. The creation of new datasets will 
be a further development of DSDNet to improve its 
efficiency in order to solve the issue of shadow 
segmentation from satellite images. 
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Fig.4. Architecture of the Distraction-aware Shadow module (DS module) 

Fig.5. The result of DSDNet work. The white part is the shadow pixels. The black part is non shadow pixels 
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I. INTRODUCTION

Now, there is a big problem in the world with the 
workload of doctors due to the Covid-19 pandemic. 
Viral pneumonia is a common complication of 
influenza-like illnesses and is a complication of 
SARS-COV-2[1].Viral pneumonia may clear up on 
its own; however, when severe, it can be life-
threatening. Viruses are generally not as common a 
cause of CAP as some bacteria. However, as well as 
being a primary pathogen, viruses can be a co-
pathogen with bacteria, particularly in those with 
severe illness requiring admission to ICU and in 
ventilator-associated pneumonia.A huge number of 
people need medical care, so the problem of 
unloading medical personnel using machine learning 
technologies is urgent. This article explores the 
possibility of classifying X-ray images using 
machine learning and deep learning approaches [2]. 
Since the massive victory of deep convolutional 
neural network in the 2012 ImageNet competition, 
the field of deep learning has experienced a huge 
increase in popularity, and a significant number of 
different neural network architectures have emerged 
[3]. For image processing, convolutional neural 
networks are used, as a rule since they are able to use 
the local relationship of image pixels. The learning 
time of such a network becomes a common problem. 
This article will provide an example of a neural 
network designed to detect the signs of Covid-19 on 
chest X-rays and will look at an attempt to shorten 
the training time of this neural network. X-rays of 
the chest will be fed to the input of the neural 
network, an example of such images of a person 
without Covid-19 and a patient with a diagnosis of 
Covid-19 can be seen in Fig. 1 [3]. 

II. DATASET PROPERTIES

In this research we use a public open dataset of 
chest X-ray and CT images of patients which are 
positive or suspected of COVID-19 or other viral and 
bacterial pneumonias (MERS, SARS, and ARDS.) 
[4]. Data will be collected from public sources as 
well as through indirect collection from hospitals 
and physicians. All images and data will be released  
publicly in this GitHub repo (https://github. 
com/ieee8023/covid-chestxray-dataset). Dataset is 
represented as collection X-Ray images. Those images 
have size 255x255.Every image is supported by 
metadata about patients including viral, bacterial, 
fungal, lipoid, aspiration, sex, age, finding, 
RT_PCR_positive, survival, intubated, intubation 
present, went_icu and other.  

Fig. 1. X-ray of a patient with coronavirus (right) and without (left) 

We try modify this information by definition of 
regions with condensed information using bounding 
box like as Fig. 2. 

Also, this dataset is supported by information map 
with features positions (Fig. 3). 

Fig. 2. X-ray images with marked pathology by bounding box 

195

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



Fig. 3. The map of feature space of pretrained network  

on COVID-19 X-ray, where true case is marked as green 

and false case is marked as red 

III. NEURAL NETWORK

As basic methods we try to use fully convolutional 
network for semantic segmentation. It allows to 
compared with classification and detection tasks, 
segmentation is a much more difficult task and spend 
image classification like as [5].  

For object detection is used classification within an 
image with bounding boxes of pathology regions. 
That means we also need to know the class, position 
and size of each object. Classify the pathology class 
for each pixel within an image. That means there is a 
label for each pixel. 

To avoid the “vanishing gradient” problem that 
sometimes occurs with the usage of the popular ReLU 
activation function, the ELU activation function has 
been used instead. Fig. 5 shows the difference 
between ReLU and ELU, Fig. 6 shows the 
architecture of the used neural network: 

IV. IMPROVEMENTS

One of the possible and the most basic 
simplification of the model is to reduce the dimension 
of the input data by converting the image to black and 
white instead of the usual network by three times. It is 
important to understand that this decreases the amount 
of incoming data only for the first convolutional layer, 
since the number of output channels is specified by 
another parameter.  

Let's check the difference in training time for 
this network [3] with the number of input channels 
equal to 1 and 3. With three input channels, the neural 
network has been training for 5 minutes 55 seconds, 
and with one, the neural network has been training for 

5 minutes 33 seconds. The training was carried 
out on an Nvidia 1650 TI GPU. An increase in the 
number of input layers from 1 to 3 increases the 
training time by almost 7% and does not give a 
noticeable increase in quality, which indicates the 
usefulness of the proposed approach. 

Fig. 6. Architecture of an applied neural network 

V. QUALITY METRICS & RESULTS

In diagnostic tasks, positive examples are more 
important than negative ones, therefore, priority was 
given to positive examples. The confusion matrix on 
the test dataset is on Fig. 7: 

The discrete ROC curves of these approaches are 
plotted in Fig. 8. From this picture, it is clearly that 
proposed model of neural network consistently 
achieves the impressive performance in terms of the 
discrete ROC curve.  

The Fig. 9 shows an example of an input image 
and a map of the cumulative intensity of convolutions 
after layer 19 for this image. 

Fig. 5. The difference between ReLU and ELU 

Fig. 7. Confusion matrix 
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The black areas correspond to the areas that 
contribute the least to the result [3]. 

After smoothing the weighted sum of the image 
shown in the Fig.6, the following picture (Fig. 9) is 
obtained. Some of the brighter areas are located in other 
spots than the location with the Covid-19 signs. This is 
due to the presence of colors with greater brightness and 
to the fact that this is not the last layer of the network, so 
there is reason to suppose that the neural network has 
learned to process such structures Fig. 10. 

Fig. 10. Smoothed luma map after layer 19 

VI. CONCLUSION AND FURTHER RESEARCH

The augmentation is helpful in a small database. 
However, it is also been found that augmenting a large 
number of images from a small set of images 
influences model accuracy because of the addition of 
noise during model training. On the other hand, a very 
small number of images did not produce the best 

result for any model due to the under fitting problems 
in the pre-trained model. The dataset is downloaded 
from an open-source online repository. The promising 
results obtained using CNN models suggest that Chest 
X-Ray can be useful for early detection of the 
Coronavirus as compared to the time-consuming 
pathological test or costly CT-Scan [6].  

It is possible to use a more complex neural 
network structure. There are 2 options here: train the 
neural network from scratch or try to fine-tune some 
already existing model, for example, YOLOv4 [7], 
since it shows impressive results in other tasks. The 
variant with training a large neural network from 
scratch takes a lot of time and, probably, a significant 
increase in the training sample, to avoid memorizing 
the training sample by the neural network of many 
training parameters and an insufficient volume of the 
training sample. 

To build a brightness map, you can use a weighted 
convolution value that will consider the weight in 
fully connected layers. This will allow to determine 
which areas of the original image make the greatest 
contribution more accurately to the result. 

The question of the need to use data augmentation 
remains open, there are reasons that there is no sense 
in this: the X-ray images are similar to each other, 
since people are in the same postures during the X-ray 
examination. Also, all images are usually taken 
from the same distance and angle.
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Abstract. The paper proposes the simplest non-algorithmic 
definition of superpixels as image elements, which itself deter-
mines the algorithm for their calculation. A system of three 
classical methods of image approaching by piecewise constant 
approximations by means of iterative clustering of image pixels 
is considered: Ward’s clustering, split-and-merge method and K-
means method. The modernization of these methods is suggested 
for reduction of the approximation error E (total squared error) 
to the achievable minimum values for a fixed cluster numbers g 
in the current approximation. Advanced versions of the classical 
methods for reducing of the approximation error E are combined 
in so-called standard model for detecting of binary hierarchy of 
objects in the image by means of iterative superpixel clustering. 
In this paper the advanced versions of mentioned methods are 
presented and the standard model of binary hierarchy of objects 
in the image is briefly described.
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I. INTRODUCTION

Modern low-level computer vision and object detection in
an image is rather a highly desirable project than an established
science about image elements and how to organize and classify
these elements to effectively detect objects in a scene. In
order to make object detection at the initial stage of image
processing a science, first of all, there is a lack of formal
definition of image elements, definition of the hierarchy of
objects in the image, as well as a system of methods for their
effective calculation.

This paper provides a brief overview of the mathematical
model, which proposes the definition of the elements that
make up the image. The model provides the detection of
hierarchically structured objects using modernized methods
of classical cluster analysis. Since the model is based on the
classical cluster analysis, it is called the standard model.

II. SUPERPIXELS

Although there are no generally accepted definition for
image elements, the term has already been coined for them.
Wanted image elements are called “superpixels”.

This work was performed within the framework of the theme 
0060-2019-0011 (Fundamentals and technologies of big data for 
sociocyberphysical systems).

The subject of superpixels [1] becomes especially relevant
due to the increase in image resolution and the need to reduce
the computational complexity of image processing by replac-
ing operations with pixels by operations with superpixels.
Usually superpixels are conceptualized as elements of objects
or enlarged pixels, in particular, as image segments matching
to the boundaries between objects. Grouping pixels is a very
good method to reduce computational complexity at the initial
stage of image processing. But this does not neglect the
problem of justifying how to use the enlarged pixels in the
best way.

Superpixels are defined as the maximal sets of pixels that
implies preliminary construction of the initial 1, 2, ..., g1 series
of optimal piecewise constant image approximations in bottom
up merging and top down splitting techniques.

The idea of superpixels and approximating of an image by
a hierarchy of superpixels is illustrated in Fig. 1.

Fig. 1. The sequence of optimal image partitions (above) and the hierarchy 
of superpixel partitions (bottom).

If the optimal image approximations with 1, 2, 3, ..., g1 pixel 
clusters are determined by the sequence of partitions shown in 
the upper row of pictures, then the hierarchy of image 
approximations by superpixels is determined by the 
hierarchical sequence of partitions into 1, 2, 6..., s superpixels 
shown in the bottom row of pictures, where g1 ≤ s ≤ (g1)!and 
the exclamation mark “!” indicates a factorial.

Fig. 1 clearly explains that superpixels preserve the bound-
aries between pixel clusters that are disappeared in the current 
optimal approximation of the image. The effect of the disap-
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pearance of boundaries between pixel clusters is caused by
non-hierarchical optimal approximations. It just means that,
starting from the optimal approximation, the computer does
not “see” the sharp boundaries between the objects. Therefore,
to detect objects, it is preferable to use superpixel clustering
with a value of error E exceeding the minimum possible one
for a given number of superpixels.

III. EXAMPLE OF SUPERPIXELS

Fig.2 presents the optimal and hierarchical superpixel ap-
proximations for standard “Lena” image.

In the left column the optimal image approximations with
the number of tones from one to nine are demonstrated. The
corresponding superpixel approximations of the image with 1,
2, 4, 7, 11, 16, 18, 24 and 28 tones are placed side by side
in the right column. Note that the first and the second rows
show the pairs of the same approximations as in Fig. 1. Under
careful examination, it is not difficult to notice the differences
in the approximations being compared, which are effortlessly
manifested numerically.

Fig.3 describes the total sequence of 216 optimal approxi-
mations calculated for source integer pixel values without an
initial pixel enlargement.

The upper graph in Fig.3 shows an increase in the number of
clusters s(g) ∼

√
E(g) in the superpixel image approximation

accompanied with an increase in the number of clusters g in
the current optimal approximation and a concomitant incre-
ment of the number g of reproducible optimal approximations.
The dashed line on the graph corresponds to the case of
a hierarchy of optimal approximations, when the superpixel
approximations coincide with the optimal ones. A significant
deviation of the curve s(g) from the dashed straight line
indicates for the current optimal approximation that there is
a lack of data about sharp objects in optimal approximations
with fewer clusters (Fig.1). The bottom graph in Fig.3 shows
the dependence of the standard deviation σ on the number of
clusters counted along the abscissa on a logarithmic scale. It
expresses the approaching of a non-hierarchical sequence of
optimal image approximations by the hierarchy of superpixel
approximations. The dependence of the standard deviation σ
on the number of clusters s(g) in the superpixel approximation
is shown by a black curve, and the dependence σ(g) on the
number of clusters g in the current optimal image approxima-
tion is shown in gray.

The hierarchy of superpixels is much more convenient for
computing objects than a non-hierarchical set of clusters of
optimal approximations. At the same time, the sequence of
optimal approximations has a remarkable advantage, expressed
in the fact that it is described by the convex dependence of
the approximation errors Eg on the cluster numbers g:

Eg ≤ Eg−1 + Eg+1

2
, g = 2, 3, ...,

which implies proper ordinate σ → E ∼ σ2 transformation
for the bottom graph in Fig.3. Fig. 2. Sequences of optimal (left) and superpixel (right) approximations of

“Lena” image.
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Fig. 3. The numbers of superpixels s depending on the number of clusters
g (above). The curves σ(g) for optimal (above) and σ(s) for hierarchical
superpixel image approximations (bottom).

IV. SYSTEM OF THREE CLUSTERING METHODS

To get both advantages of optimal and hierarchical image
approximations, it is quite attractive to construct a binary
hierarchy of approximations, which is described by the convex
dependence of the approximation error E on the number
of clusters g. To do so, it seems reasonable to start with
a sufficient number of superpixels and construct a target
hierarchy that satisfies the convexity condition. In this case,
the corresponding resulted curve will pass between the black
and gray curves in the bottom graph of Fig.3.

At first glance, the optimal approximations for the above
grayscale image, can be obtained using the multithreshold Otsu
method [2], [3]. However, due to the exponential growth in
the complexity of calculations, it is impossible to obtain even
two dozens optimal approximations using this method. The
problem is solved (Fig.2, Fig.3) through the combined use of
another several algorithms of E minimization. These turned
out to be three classical methods of cluster analysis, namely,
Ward’s pixel clustering, split-and-merge method, and K-means
method [4]. An attractive circumstance is that these methods
are suitable not only for grayscale, but also for color images.
But, on the other hand, for the most effective application to
images, they require some modernization.

Original Ward’s clustering [5], [6] provides the generation
of hierarchical image approximations described by the convex
dependence of the approximation error E on the cluster
number g. To reduce computational complexity, some seed
segments or clusters of close pixels are commonly instead of
the original pixels [6]. However, due to high computational
complexity, original Ward’s method is rarely used. But its
main drawback is the unstable clustering result, which varies
depending on the number of enlarged pixel and on the heuristic

enlarged pixel themselves.
In order not to deal with the case-dependent convex se-

quence E(g) and, at the same time, speed up the processing,
Ward’s pixel clustering is performed within the parts of the im-
age. Since the computational complexity of the Ward’s method
is quadratically depends on the number N of pixels in the
image, it decreases just as fast when the image is processed by
parts. According to our estimate [7], for recursively repeated
processing by parts, the computational complexity is drop as
N2 → N

4
3 → N

16
15 → N

256
255 → etc, depending on the

recursion step.
In a single processing by parts, first the image pixels

are divided into g0 clusters, and for each cluster its own
approximation hierarchy is constructed in the merge mode
as for separate image. Then the hierarchies are combined
into one, by reordering of the cluster mergings and hierarchy
constructing is completed by the original Ward’s method.

If the provided input partition of pixels into g0 clusters
coincides with the optimal one, then the above procedure will
lead to a convex dependence E(g). Otherwise, the convexity
may be violated at g0 value. To avoid violation of the convexity
property at g0 clusters, it is enough to process the input
approximation by so called CI-method that is modernized
split-and-merge reducing of the approximation error E without
changing the number of clusters.

CI-method [7] locally supports the convexity condition and
provides for a given image approximation a real minimization
of the approximation error E under an unchanged cluster
number g0. It corrects the convexity violation at the cluster
number g0 and ensures the separability of Ward’s clustering
by the image parts. In this case, Ward’s clustering by the
image parts is simply recalculated into the conventional Ward’s
clustering without modifying of pixel clusters obtained for the
image parts.

The commonly used K-means method, developed and
adapted a long time ago for calculations by means of arith-
mometer, is replaced in the standard model by the significantly
modernized K-meanless method [8], which, presupposes the
preliminary approximation error E reduction to the vicinity of
the minimum achievable values by recursive Ward’s method
and CI method.

Unlike K-means, versions of K-meanless method for es-
timating of the error increment either use the values of the
target functional E [8] or the exact formula [9]. Thus, the
modernization K-means→K-meanless consists, first of all, in
a more accurate analytical criterion for reclassifying the sets
of pixels from cluster to cluster, as well as, in minimizing E
by reclassification not only individual pixels, but pixel sets
from the entire hierarchy of the cluster parts of various sizes.

The modernized three methods for minimizing of the ap-
proximation error E all and sundry are distinguished from
conventional ones by the use of the entire hierarchy of image
clusters. In the case of CI-method and K-method for improving
of the quality of a separate image approximation, the entire
hierarchy of clusters is corrected through the iterative alternate
application of three mentioned methods.
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V. BINARY OBJECT HIERARCHIES

In the standard model, all pixels of the image are divided
among themselves into pixels of various objects, which are
relegated, for example, to background or to other types of
objects. It is supposed that objects make up a binary hierarchy
produced by the image partition into g0 basic objects while
other objects are represented as parts or unions of basic
objects.

A characteristic feature of the standard model is that the
basic objects and the binary hierarchy of objects, germinated
by them, are detected ambiguously. Depending on the number
of objects g0, as well as a concrete task, it is set during
the process of tuning up of the software system for the
best approximation of target objects by means of a minimum
number of pixel clusters. For a given number of basic objects
g0, the optimal approximation of the image in g0 colors with
the minimum achievable approximation error E ∼ σ2 or the
standard deviation σ is considered as the best.

VI. STANDARD MODEL OF OBJECT DETECTION

The declared standard model for detecting objects in a dig-
ital image actually combines two equivalent models, namely,
a meaningful one, which describes the detection of objects
by means of sets of pixels of an image matrix, and a
computational model, in which the considered pixel clusters
are described by networked graphs that support high-speed
construction and transformation of pixel clusters, as well
as storing and calculating of the required features without
repeating the calculations once performed.

The standard model, supporting the reversible computation
[10], [11] to describe an ambiguous image as superposition of
g0 = 1, 2, ...N object hierarchies, consists of:

• the concept of an object, binary hierarchy of objects, and
the definition of superpixels, from which the system of
necessary algorithms, model parameters, data structure
and methods of accelerating of calculations are deduced;

• three above modernized method of classical cluster anal-
ysis as well as the method of filtering of the objects
according to the established threshold [7];

• the data structure of algebraic multilayer network [7],
in terms of which the definitions for objects and su-
perpixels are reformulated and high-speed algorithms are
performed.

In the standard model, the following settings are provided
for detecting objects in the image:

• the number g0 of basic objects identified with the pixel
clusters of the optimal image approximation in g0 colors,
which is contained in the target hierarchy of image
approximations;

• the number s of superpixels or the corresponding number
g1 of available optimal image approximations constituted
of superpixels without any distortion;

• threshold parameter of heterogeneity Hthreshold for het-
erogeneity

∣∣H ≡ dE
dg

∣∣ itself, determined as the absolute
value of the derivative of the approximation error E with
respect to the number g of pixel clusters [7].

VII. CONCLUSION

Thus, within the framework of the standard model, the
problem of binary hierarchy of objects detecting in an am-
biguous image has been formulated and practically solved.
Formally, the solution to this problem is expressed as an
approximation of a “convex sequence” of optimal piecewise-
constant image approximations by means of the same “convex
binary hierarchical sequence” of image approximations, which
contains an optimal approximation of an image in g0 colors.

The peculiarity of just this paper is that for the invariant rep-
resentation of the image regardless of the scale, as well as for
the high-speed object detection without loss of accuracy, the
definition of image elements (superpixels) is suggested, and
an example of their calculation for the standard “Lena” image
is given. In the future, it is planned to organize a database
of optimal approximations and corresponding hierarchies of
superpixels for “Lena”, as well as for other standard images,
and place the database in the public domain together with
program texts and their executable modules used to generate
superpixels and optimal image approximations from database.

The experience of experimental research of the standard
model shows that it expands the area of effective application
of classical cluster analysis by solving problems of processing
images of various content [12].
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Abstract. Product codes are preferred in high data 

rate wireless communication systems to achieve good 

error performance. In this paper, the problem of two-

dimensional syndrome-norm decoding of product 

codes based on a library of error patterns is 

considered. In product coding, sequence code is first 

transformed into a code matrix, and then the row and 

column check code are calculated. In the decoder, the 

error position of the two-dimensional can be obtained 

by the operations that first calculate the syndromes 

and norms, then match with the error patterns in the 

existing library. The error pattern library is stored in 

the memory and generated by the subset of the error 

pattern. This paper proposed a mathematical model 

for fast generating a library based on the iterative 

expansion of the error patterns, which makes it 

possible to shorten the computational complexity in 

comparison with the known approaches. 

Keywords: product codes, error-correcting coding, 

norm, syndromic-norm decoding, library of error 

patterns  

I. INTRODUCTION

Error correcting codes are used in many places, 
wherever there is the possibility of errors during 
transmission [1]. In Error control coding(ECC), parity 
check bits are calculated based on the input data. The 
input data and parity check bits are transmitted across 
a noisy channel. In the receiver, an ECC decoder is 
used to detect or correct the errors induced during the 
transmission. The number of parity bits depends upon 
the number of information bits. At present, the most 
successful coding schemes are turbo codes and low-

density parity-check codes, since their excellent 
capability, closely to the Shannon limit. Under some 
specific requirement (typically, code-rates near to the 
unity and low error rates required), product codes may 
turn into competitive. Product codes [2, 3], which can 
be easily realized by concatenating simple component 
codes, have a good protection capability against both 
random and burst errors. Product codes, whose 
component codes are Hamming or extended Hamming 
product codes (BCH product codes), BCH product 
codes can be constructed to improve the error 
correction capability, but a more complex decoding 
process is required. To reduce the decoding complexity 
of BCH product codes based on the three-stage 
scheme[4], a syndrome-norm method based on library 
matching of error patterns is proposed in [5]. The 
syndrome-norm method is a decoding method. It can 
fast match the target pattern from the pattern library by 
using the norm, which is calculated based on the result 
of the syndrome vector, can uniquely determine the 
base pattern and the corresponding set of error patterns 
and then applied a predefine correction method to 
correct the errors. The library of error patterns consists 
of some basic patterns that delegate a set of error 
patterns with a common characteristic. If one pattern 
can be transformed into another pattern by exchanging 
internal two-row or two-column, then we consider that 
these two patterns share the same characteristics. The 
decoding ability of this method is wholly dependent on 
the error pattern library. Therefore, one of the 
limitations of this method is that the formation of the 
matching library is very time-consuming, so it is tough 
to form a pattern with a lot of errors. 
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In the recent ten years, two library formation 
methods have been proposed to overcome the problem 
mentioned above. To simplify the problem, all the 
patterns are referred as matrices, and in each matrix, 
each error position is marked as one. Then, it assumed 
that the maximum number of errors in a certain pattern 
is not above the square root of the total number of 
elements of it. A method based on rank has been 
proposed in [6]. This method first enumerates all the 
possibilities of error patterns in a given size. This 
pattern set is named as original error pattern set. Then 
it compares all these patterns to selects some patterns 
with distinct feature vector to adding to the library. 
The feature vector used in this method including the 
rank of the matrix. Another formation method is based 
on sub-classified, which proposed in [7]. It tends to 
first category the original patterns set into several 
subset according to some criterion then conduct the 
comparing them in a smaller set rather than directly 
compare them with each other. This method saves 
more time when comparing with the rank method. 
However, the sub-classified method still needs to 
generate all possible error patterns as the original 
pattern, which may cost a lot of time. As a result, it is 
necessary to develop a new library formation method 
that is not needed to list all the error patterns. In this 
paper, an iterative formation method has been 
proposed. 

II. BASIC CONCEPTS

A. Product codes

Product codes are widely used to correct errors in
data transmission and storage systems. They are 

formed in the verification codes  1 1 1 1C , ,n k d  and 

 2 2 2 2C , ,n k d  for the rows and columns of the source 

code matrix 1 2n n , respectively, where n is the length 

of the code; k is the number of information symbols. 
The random-error-detecting and random-error-
correcting capabilities of code are determined by its 
minimum distance mind , if the component codes 1C

and 2C have minimum Hamming distances 1d and 

2d , accordingly, then the minimum Hamming 

distance of the two-dimensional product codes pcC  is 

the product 1d and 2d ( pc 1 2d d d  ), and at the 

same time pc 2 1d t  , t is the multiplicity of

corrected errors [8], which greatly increases the error 
correction capability. Concept of two-dimensional 
product (iterated) codes shows as Fig. 1. 

The simplest two-dimensional product codes are 
single parity check (SPC) product codes, assured to 
correct only one error by inverting the intersection bit 
in the erroneous row and column [8, 9]. 

Information
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Fig. 1. Concept of two-dimensional product codes 

Multidimensional SPC product codes can be 

constructed to improve the error correction capability, 

but a more complex decoding process is demanded 

[10]. 

B. Syndrome-Norm Decoding For Product codes

In the scheme of syndrome-norm decoding of

product codes [4] , the syndromes and norms of rows 

and columns are first calculated. Then, these two 

parameters can match with a unique error pattern in the 

library. But before match operation, it is useful to 

shorten the search area by calculating the rough 

number of the error. After the matching operation, we 

will correct the error by a specified corrected method. 

The diagram of the whole decoding process is 

presented in Fig. 2. 
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Fig. 2. Diagram of syndromic-norm decoding of product codes 

C. Mathematical Condition for Library

The matching library consists of distinct selected

error patterns. The selected error pattern is represented 

by   
  1,R n N t

M n


, which should satisfy the following 

mathematical condition: 

   
 1, , 1,

, ,R R i t j t
M n m n i j

 
 , (1) 

 
1 1

, ,
t t

R

i j

m n i j t
 

 ,   (2) 

      1 2 1 2 , ,

when 1, , 1,

R RT CT R c r

c r

n n M n f f M n j i

j T i T

  

 

    (3) 
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where  N t  – total number of all selected error 

patterns;
RTf  – functions for exchange two rows;

CTf  – 

functions for exchange two columns; T – total number of

possible exchanges in row or column, 
2

t
T C ; 

ri , 
cj – 

index of exchange of rows or columns.  

III. PROPOSED METHOD

The proposed method is based on the fact that all 
the patterns with n errors can be obtained by extending 
one error from the patterns with 1n   errors. So there is 
only require to select the representative pattern from a 
small set rather than all the patterns. Therefore, the 
proposed method is an iterative method. The 
mathematic model of the proposed method is presented 
in following. 

  
 

  
 

  
   

1, 1,

1,

, ,

,

x X

x x

R x xn N t n N t

T

x x
n t N t

M n t M n t

M n t

 






     (4) 

  
 

        
 1,

1,
,

, , , , , , , ,

x X

n N td d

x x n N t

M d d Rank d RC d Ws d

M n t

f M n t p n t P n t P n t




 
  

 

  
 

  
  

1,

1, 1
, , 1

x X
n N td d

d d add x x n N t
M n t f M n t


 

  , 

2( ) ( 1) ( 1)d XN t N t t t     , 

 ( ,1) ,1 1x x x xM n m n  when  1 1xN  , 

     1 2 1 2

T

R Rn n M n M n    when  1 1,n N t , 

 2 1,n N t ,   (5) 

where  ,x xM n t – base error patterns at the t-th 

iteration,    
 1, , 1,

, , t, ,x x x x i t j t
M n t m n i j

 
 ;  ,d dM n t

– extended error patterns that derived from the base

error patterns; 
addf  – the function that expanding the

error pattern and adding one single element.

 ,RC sort RE CEP f p p .         (6) 
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Fig. 3. Block diagram of error pattern generation method based 

|on the iterative extension 

Fig. 3 shows the block diagram of the proposed 
method, it can be seen that a new set of error patterns 
can be obtained based on the former set of error 

patterns, go through a series of expanding operations, 
and selecting operations. By contrast with other 
generating methods, the search range of representative 
error patterns of the proposed is less, which may 
reduce the time for creating the whole library. 

IV. EXPERIMENT AND RESULTS

The comparison of the computational speed is 

conducted on the basis of the implementation of three 

different formation methods. The platform of the 

experiment environment in Matlab under the windows 

10 operating system. The average execution time for 

generating the error patterns library used by the 

different methods is summarized in Table I. 

TABLE I.  AVERAGE TIME FOR GENERATING ERROR PATTERN  
LIBRARIES FOR DIFFERENT METHOD

Methods for 

generating 

error patterns 

Number of the errors t 

2 3 4 5 6 

Rank <1 s <1 s <1 s 7 s 10 m 

Sub-class <1 s <1 s <1 s 5 s 8 m 

Iterative <1 s <1 s <1 s <1 s <1 s 

We can see from the table. 1 that when the number 
of errors is below 5, all three methods can generate a 
corresponding library within one second, however, 
when the number of errors is surpassed 5, there are 
emerge some differences. For the rank method, it will 
take 7 seconds to erect an error pattern library when t 
is 5, and it will take 10 minutes to create another 
library when t is 6. The sub-classified method costs 
lower time by comparing with the rank method, but it 
also needs 8 minutes to form a library when t is 6. The 
proposed method has the best result. For all different 
numbers of t, the time spent by the proposed method 
to construct the same libraries that build by the former 
two methods is all within one second. It is convinced 
that the proposed method has a better performance in 
terms of processing speed when compare with the 
rank method and subclassified method. 

V. CONCLUSION AND FUTURE WORK

A model for forming a library of error patterns 
based on iterative expansion of the error patterns for 
the syndrome-norm decoding of iterative codes are 
proposed in this paper. The proposed method differs 
from the known rank method and subclassified method 
by it adopts an iterative forming method to build a 
library of error patterns. By iterative adding extra one 
error to the patterns that generated in the former 
iteration and eliminating redundant error patterns and 
retaining those representative patterns that have 
distinct feature vectors. The feature vectors are 
obtained according to the formula (6). The experiments 
has proved that the proposed method is a very efficient 
method, which requires less time to build a same 
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library that formed by the rank method and by the 
subclassified method because the proposed method 
cancel to enumerate all the permutation of the possible 
error situation. The result of the proposed method can 
be applied in the syndrome-norm method, which is a 
decoding method based on the library matching.  

In the future, we would like to analysis these 
patterns in the library, and for each pattern, we will 
construct a corresponding correction method. Then 
conduct a comprehensive comparison with the famous 
method. Another interesting direction is explore the 
performance of the syndrome-norm method. 
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Abstract. A confidence interval is a range of values 

that provides the user with useful information about how 

accurately a statistic estimates a parameter. In the 

present paper, a new simple computation technique is 

proposed for simultaneous constructing and comparing 

confidence intervals of shortest-length and equal tails. 

This unified computation technique provides intervals in 

several situations that previously required separate 

analysis using more advanced methods and tables for 

numerical solutions. In contrast to the Bayesian 

approach, the proposed approach does not depend on the 

choice of priors and is a novelty in the theory of statistical 

decisions. It allows one to exclude nuisance parameters 

from the problem using the technique of invariant 

statistical embedding and averaging in terms of pivotal 

quantities (ISE & APQ) and quantile functions. It should 

be noted that the well-known classical approach to 

constructing confidence intervals of the shortest length 

considers at least three versions of possible solutions and 

is in need of information about the forms of probability 

distributions of pivotal quantities in order to determine 

an adequate version of the correct solution. The proposed 

technique does not need such information. It 

automatically recognizes an adequate version of the 

correct solution. To illustrate this technique, numerical 

examples are given.  

Keywords: parametric uncertainty, pivotal quantity, 

confidence intervals of shortest length and/or equal tails 

I. INTRODUCTION

To make a statistical inference in many problems 
under parametric uncertainty, the experimenter is 
interested in constructing a confidence interval that 
contains the true (unknown) value of the parameter 

(say, ) with a given probability [1, 2]. If we are given 

a random sample 1 2( , ,  ..., )nY Y YY from a density ( )f y

and a pivotal quantity ( ( ), )V S Y (which is developed 

from either maximum likelihood estimate or sufficient 
statistic ( )S Y ), whose distribution does not depend on 

, then confidence interval for a single unknown 

parameter   is often derived by using a pivotal quantity 
( ( ), ).V S Y  

II. CLASSICAL APPROACH TO CONSTRUCTING

SHORTEST LENGTH CONFIDENCE INTERVALS

It is assumed that the length of the statistical 
confidence interval is given by  

2

1

1 2 1 2( , | ( )) ( , ) ( ) .

q

q

L q q S L q q d    Y (1) 

The length of the expected confidence interval is given 

by  
2

1

1 2 1 2{ ( , | ( ))} ( , ) ( ) .

q

q

E L q q S L q q d     Y       (2) 

In order to find the 100(1)% statistical (or expected) 

shortest-length confidence interval for  , we should 

find a pair of decision variables q1 and q2 such that 

1 2( , )L q q  is minimum. 

A. Problem Statement in Terms of the Pivot V and

Decision Variables q1 and q2

Minimize
2

1

1 2( , ) ( )

q

q

L q q d    (3) 

subject to 
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2

1

2 1( ) ( ) ( ) 1 .

q

q

q v dv Q q Q q     (4) 

B. Classical Analytical Approach to Solution of the

Problem

Differentiating 1 2( , )L q q  with respect to q1, we get

2

1

1 2 2
2 1

1 1 1

( , )
( ) ( ) ( )

q

q

dL q q dqd
d q q

dq dq dq
       .  (5) 

From (4) we find the derivative of q2 with respect to q1 

as follows: 
2

11 1

( ) (1 )

q

q

d d
q v dv

dq dq
  (6) 

that is 

2

2 1

1

( ) ( ) 0.
dq

q q q q
dq

  (7) 

Thus, we have 

2 1

1 2

( )
.

( )

dq q q

dq q q
 (8) 

Substituting this into (5), we obtain 

1 2 1

2 1

1 2

( , ) ( )
( ) ( ).

( )

dL q q q q
q q

dq q q
   (9) 

Now consider the following three versions of 
possible decision making. 

C. Version 1 of Possible Decision Making

1 2 1

2 1

1 2

( , ) ( )
( ) ( ) 0.

( )

dL q q q q
q q

dq q q
           (10) 

Then the optimal analytical solution of the problem is 
given by 

1 2

1 2

( ) ( )
.

( ) ( )

q q q q

q q 
          (11) 

D. Version 2 of Possible Decision Making

1 2 1

2 1

1 2

( , ) ( )
( ) ( ) 0.

( )

dL q q q q
q q

dq q q
        (12) 

It follows from (4) that 

21 ( ) 1.Q q          (13) 

Then the optimal analytical solution of the problem is 
given by 

2 2 1 1arg[ ( ) 1],    arg[ ( ) ].q Q q q Q q     (14)

E. Version 3 of Possible Decision Making

Let us assume that

2 2 1 1( ) 1 ( ),    ( ) 1 ( ).Q q Q q Q q Q q    (15) 

It follows from (4) that 
2

1

2 1 1 2( ) ( ) ( ) ( ) ( ) 1 .

q

q

q v dv Q q Q q Q q Q q       (16)

It follows from (16) that 

 
2

1

1 2

1 1 1

( ) ( ) ( ) (1 )

q

q

d d d
q v dv Q q Q q

dq dq dq
    (17) 

that is 

2

1 2

1

( ) ( ) 0.
dq

Q q Q q
dq

   (18) 

Thus, we have 

2 1

1 2

( )
.

( )

dq Q q

dq Q q





         (19) 

Substituting this into (5), we obtain 

1 2 1

2 1

1 2

( , ) ( )
( ) ( ) 0.

( )

dL q q Q q
q q

dq Q q
 


  


         (20) 

It follows from (16) that 

11 ( ) 1,Q q           (21) 

Then the optimal analytical solution of the problem is 

given by 

1 1 2 2arg[ ( ) 1],    arg[ ( ) ].q Q q q Q q     (22) 

III. NEW SIMPLE COMPUTATION TECHNIQUE OF

CONSTRUCTING CONFIDENCE INTERVALS

It is assumed that the length of the confidence 
interval is given by (3). The proposed approach is based 
on the use of the numerical values of the quantile 

functions q1 and q2. In order to find the 100(1)% 

shortest-length confidence interval for , we should 
find a pair of numerical values of the quantile functions 
q1 and q2 such that 1 2( , )L q q is minimum. 

A. Problem Statement in Terms of the Decision
Variable p (Probability) and Quantile Functions q1

and q2

Minimize

1

2

2

2

21( , ) ( ) ,

q

q

L dq q   
 

  
 
 
 (23) 

where the quantile function q1 is given by 

1

1 ( ),q Q p   (24) 

the quantile function q2 is given by 
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1

2 (1 ),q Q p            (25) 
subject to 

0 .p       (26) 
The decision variable to be determined is p 
(probability). 

If p =  /2 we have the confidence interval of equal
tails. 

B. New Simple Computation Method for Numerical
Solution of the Problem

The optimal numerical values of the quantile
functions q1 and q2, which minimize

1 2( , ),q qL   can be 

obtain from (23)-(26) using computer software "Solver". 

IV. NUMERICAL EXAMPLE 1

A. Classical Analytical Approach: The Problem
Statement in Terms of the Pivot V and Decision
Variables q1 and q2

Minimize
2

1

2

1

2 1 1

2 1 21( , ) ( ) .

q q

q q

L d d qq qq            (27)

subject to 
2

1

1 2 12( ) ( ) ( ) 1 ,

q

n n

q

q v dv Q Qq q q q       (28) 

where 
1( ) ,    0 1,nq v nv v      (29) 

0

( ) ( )  .

u

nQ u q v dv u  (30) 

B. Analytical Solution of the Problem

2 2

2 2

1

2

1

1 1

1 1

( , ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( )

dL d q

d

q q q q
q

d
q q q

q qq q
       = 

1 1 1

2

1 2 2 1

2

1

2 21 1 1

2 11

2 1 1 2

1
0,

n n n

n

n

n n

q q q q
q q

q q q

n

qn q

  










        (31) 

where q2 > q1. It follows from (28) that 

1/

2 21 ( ) 1   (or (1 ) 1).nQ q q       (32)

For this example, the version 2 is an adequate version 
of possible decision making. 

C. Optimal Analytical Results

It follows from the above that the minimum of

1 2( , )L q q occurs at q2 =1, /

1

1 .nq  Thus, the shortest

length  (1) - confidence interval is given by 

2 1/1

1
( , ) 1.

n
L q q


         (33) 

If, say, n=3, =0.1, then 1 2( , ) 1.154435.L q q  Note 

that 1 2( , )L q q goes to 0 as n. 

D. New Simple Computation Method: the Problem
Statement in Terms of the Decision Variable p
(Probability) and Quantile Functions q1 and q2 

Minimize

2 2

2 2

2 2

2( , ) ( )

q q

q q

L q q d d    
   

    
   
   
 
1 1

1 = 

 
2

2
1 1

1 2 1/ 1/

1 1
,

(1 )n n
q q

p p

   
    

  
(34)

where the pquantile function q1 of V is given by 

  1 1/( ) nQ p pq  
1

          (35) 

and the (1 )p  -quantile function q2 of V is given by 

1 1/

2 (1 ) (1 ) ,nq Q p p       (36) 

subject to 

0 .p             (37) 

E. Numerical Solutions

The optimal numerical solution minimizing

2( , )L q q
1  can be obtained using the computer software 

"Solver". If, for example, n=3, =0.1, then the optimal 
numerical solution is given by 

20.464159,    10.1,    p q q  
1 (38) 

with the 100(1)% shortest-length confidence 
interval 

2( , ) 1.154435.L q q 
1       (39) 

The 100(1)% equal tails confidence interval is 
given by 

2( , | / 2) 1.697173L q q p  
1 (40) 

with 

20.368403,    0.983047572.0.05,    p q q  
1     (41) 

F. Inference

The proposed method correctly recognized the
adequate version 2 of possible decision making and 
gave accurate numerical results. 

G. Relative Efficiency

The relative efficiency of 2( , | / 2)q pqL 
1  as 

compared with 2( , )L q q
1  is given by 

 2 2rel.eff. ( |, / 2 ,), ( )L L q q a Lp q q 
1 1

 = 

2

2

.
, 1.

=
154 3( )

(

4 5
0.680211

, / 2 1.697173| )

L q q

q q pL a
 



1

1

(42) 
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V. NUMERICAL EXAMPLE 2

A. Classical Analytical Approach: The Problem
Statement in Terms of the Pivot V and Decision
Variables q1 and q2

Minimize
2 2

1 1

2 1 1

1 2 1 2( , ) ( ) .

q q

q q

L q q d d q q           (43)

subject to 
2

1

2 1( ) ( ) ( ) 1 ,

q

q

q v dv Q q Q q     (44) 

where 

/2 1

/2

1
( ) exp ,    0,   0,

2 ( / 2) 2

n

n

v
q v v v n

n

  
    

  
    (45) 

( ) ( ) .

u

Q u q v dv


  (46) 

B. Analytical Solution of the Problem

It follows from (8) and (43) that

2 21 2 2 1

2 1 2 1

1 1 2

( , ) ( ) ( )
( ) ( ) ,

( ) ( )

dL q q d q q q
q q q q

dq d q q q
       (47)

which vanishes if 

2 21

2 1

2

( )
.

( )

q q
q q

q q

   (48) 

For this example, the version 1 is an adequate version 
of possible decision making. 

C. Optimal Analytical Results

It follows from (48) that the optimal solution is
given by 

2 2

1 1 2 2( ) ( ).q q q q q q         (49) 

Numerical results giving values of q1 and q2 to four 
significant places of decimals are available (see Tate 
and Klett [3]). 

D. New Simple Computation Method: the Problem
Statement in Terms of the Decision Variable p
(Probability) and Quantile Functions q1 and q2 

Minimize

 
2 2

1 1

2 2

2
2 2 1 1

1 2 1 2( , ) ( ) ,

q q

q q

L q q d d q q      
   

      
   
   
  (50) 

where the pquantile function q1 of V is given (via 
Excel software: CHISQ.INV (probability p, deg 
freedom n)) by 

1

1 ( ),q Q p    (51) 

and the (1 )p   -quantile function q2 of V is given 

(via Excel software: CHISQ.INV (probability 1+p, 

degfreedom n)) by  

1

2 (1 ),q Q p            (52) 

subject to 
0 .p       (53) 

E. Numerical Solutions

The optimal numerical solution minimizing L(q1,q2)
can be obtained using the computer software "Solver". 

If, for example, n=3, =0.1, then the optimal numerical 
solution is given by 

1 20.099478 0.58208,    17.63810464,,    p q q  

1 2( ) 0.227512,    ( ) 0.000248q qqq   (54) 

with 

2 2

1 1 2 2 0.0)) 7( ( .7q q q q q q     (55) 

and the 100(1)% shortest-length confidence interval 

1 2( , ) 1.661282.L q q         (56) 

The 100(1)% equal tails confidence interval is 
given by 

1 2( , | / 2) 2.714186L q q p   (57) 

with 

1 20.351846,    7.814728,0.05,    p q q  

1 2( ) 0.198465,    ( ) 0.022409.q qqq   (58) 

F. Inference

The proposed method correctly recognized the
adequate version 1 of possible decision making and 
gave accurate numerical results. 

G. Relative Efficiency

The relative efficiency of 2( , | / 2)q pqL 
1  as 

compared with 2( , )L q q
1  is given by 

 1 2 1 2rel.eff. ( | ,, ) )2 ,(/L Lq q a qL p q  = 

1 2

1 2

.
, 1.

=
6612) 82

0.612074
, / 2 2.| 714186

(

( )

L

L

q q

q q p a
 


(59) 

VI. CONCLUSION

The novel unified computation technique proposed 
in this paper represents the conceptually simple, 
efficient and useful method for constructing exact 
statistical (or expected) shortest-length or equal tails 
confidence intervals in terms of pivotal quantities and 
quantile functions. The exact confidence intervals with 
the shortest length or equal tails can be found easily and 
quickly. Applying the proposed novel unified 
computation technique, we are not in need to use the 
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following: 1) analytical recognition and computational 
confirmation of adequate versions of possible 
solutions, 2) tables for numerical solutions, 3) more 
advanced methods and 4) special computer programs. 
For example, the special computer program for (49) is 
given below:  

Minimize 

2 2 2

1 1 2 2[ ( ) ( )]z q q q q q q     (60) 

where the pquantile function q1 of V is given (via 
Excel software: CHISQ.INV (probability p, deg 
freedom n)) by 

1

1 ( ),q Q p (61) 

and the (1 )p   -quantile function q2 of V is given 

(via Excel software: CHISQ.INV (probability 1-+p, 
deg freedom n)) by  

1

2 (1 ),q Q p           62) 

subject to 

0 .p     (63) 

The optimal numerical solution minimizing z can be 
obtained using the computer software "Solver". If, for 

example n=3, =0.1, then the optimal numerical 
solution is given by 

210.099478 0.58208,    17.63813,,    p q q  

1 2( ) 0.227512,    ( ) 0.000248,q q q q 

2 2

1 1 2 2( ) ( ) 0.077085.q q q q q q  (64) 

with the 100(1)% shortest-length confidence 
interval 

1 1

1 2 1 2( , ) 1.661 .282L q q q q    (65) 

The main advantage of the proposed technique is 
that it includes only one decision variable (probability 
p) for making decisions under constraints. In other
words, the two decision variables q1 and q2 are reduced
to one decision variable (probability p). This technique
greatly simplifies the problem of constructing shortest-
length or equal tails confidence intervals for unknown
parameters of various distributions and is a novelty in
the theory of statistical decisions regarding confidence
intervals. It allows one to exclude unknown (nuisance)
parameters from the problem using the technique of
invariant statistical embedding and averaging in terms
of pivotal quantities (ISE & APQ) [4‒14].

The unified computation method described in the 
paper is illustrated in detail for some selected cases. 
Applications of this method to construct shortest-length 
or equal tails confidence intervals for unknown 
parameters of log-location-scale or other probability 
distributions can follow directly.  
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Abstract. Data quantities are rapidly increasing in 

many industry sectors due to the development of new 

sensors, mobile and cloud technologies, advancements in 

IoT and AI, and growth of social and entertainment 

media. Many applications (e.g. in finance, healthcare, 

government data) have strict information security 

requirements for simultaneous access, record updating, 

and validation in an immutable manner, which can be 

achieved with distributed ledger technology (DLT). In 

this paper we review and analyze fifty-eight currently 

available blockchain (BC) systems and their 

components in context of the DLT for big data storage, 

provenance tracking, replication, and sharing. We also 

elaborate the key BC system components and 

architecture for major information security concerns.    

Keywords: information security, DLT, blockchain, 

big data 

I. INTRODUCTION

Data volumes are rapidly increasing across 
different industries and governments due to the 
development of new sensors, mobile and cloud 
technologies, advancements in IoT and AI, and growth 
of social and entertainment media. The amount of data 
created, captured, copied, and consumed within an 
organization can reach volumes on the order of 100s of 
terabytes to multi-petabytes [1] with millions and even 
billions of records approaching to big data scales 
(beyond computing power of modern data centers).  

Information security measures to protect data from 
internal and external cyber threats include access 
control (authentication and authorization), data 
integrity maintenance, encryption and digital 
signatures, and monitoring [2, 3]. Beyond these 
traditional measures, centralized digital ledger 
recordkeeping enables verifiable transaction logs to be 

created and maintained by a central authority to 
simplify auditing mechanism [4].  

In contrast to the centralized ledger, the distributed 
ledger is a decentralized database which is 
synchronized and accessible across different users 
(nodes) on a network. In multiple applications, such as 
finance, legal services, medicine, earth observation 
etc., the distributed ledger technology (DLT) can be 
used to meet requirements in secured transactions, 
simultaneous data access, validation, record updating 
and storing in an immutable manner [5, 6]. The 
immutability helps DLTs access a different point in the 
consistency-availability-protection (CAP) trade-off 
space [7, 8] than the traditional solutions [9]. In 
addition to the key mechanisms, such as, database, 
consensus algorithm, peer-to-peer (P2P) network and 
transactions logging, the main DLT features also 
include [10]: 

 immutability (new data can only be appended, but
not changed or deleted), and

 cryptography.

Distributed ledgers enable to form and maintain 
consensus about the existence, status and evolution of 
a set of shared facts [11]. The major differences 
between distributed ledgers and traditional distributed 
databases (distributed across sites in a network) is the 
use of an adversarial threat model and a very different 
view of authority.  

Blockchains (BCs) can be considered to be a subset 
of distributed ledgers that share the same adversarial 
threat model (assuming that not all nodes are 
trustworthy) over a P2P network and have additional 
characteristics, such as [10], linked blocks which 
chronologically stored transactional data.  
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In general, the implementation of a custom, private 
permissioned blockchain from scratch is a difficult 
task [12] and therefore a comprehensive survey of 
currently available BCs is essential to achieve 
advanced performance. The goal of our paper is to 
review and analyze the currently available BC systems 
in context of the DLT component configuration for big 
data management. The novelty of the paper also lies in 
the elaboration of possibilities for BC implementation 
for information security of big data. 

II. BLOCKCHAIN

A. BC Surveys

Numerous publications provided comprehensive

and systematic literature reviews of BC technology 

analyzing its concept, architecture, components and 

implementation focusing on its: 

 evolution and architecture [13, 14],

 performance evaluation [15],

 identity management [16],

 post-quantum cryptography [17],

 use by cryptocurrencies [18],

 industrial IoT applications [19],

 healthcare application [20],

 data management [21],

 engineering and manufacturing applications [22],

 supply chain management applications [23],

 connection with cloud computing [24],

 connection with communication networks [25],

 and other numerous applications [26–30].

A survey on BCs for several smart applications 

(city, healthcare, transportation and grid), which can 

generate big data [32], discussed approaches, 

opportunities, challenges and future directions for 

secure big data acquisition, data storage, data 

analytics, and data privacy preservation. BC 

architecture for massive data storage was recently 

analyzed and implemented [31] to improve scalability 

and performance. Various aspects of BC-enabled 

cyber-physical systems, including security, privacy, 

immutability, fault tolerance, interoperability, data 

provenance, atomicity, automation, data/service 

sharing, and trust were reviewed in [33]. BCs can be 

categorized as permissionless and permissioned 

(requiring authorization). Based on the usage and 

ownership the BCs can be divided [29] into public, 

private and consortium (to record cross-organizational 

transactions).  

B. Block Structure

The block structure includes a block header and

block body [29]. The block header specifies the 

metadata, including various fields: 

 hash (ID) of previous block (to connect its

previous block called a parent block),

 hash of current block,

 timestamp (creation time of the block),

 Nonce (relates to consensus mechanism for

validation),

 Merkle root (to store the transactions for efficient

data verification).

Fig. 1.   A typical BC structure 

The block’s header may also contain other 

information, for example, block version 

(software/protocol version), nBits (target threshold of 

a valid block hash) [34] and confirmation [25]. The 

block body (also called as block data) stores 

transactions (work process resulting in a state change) 

which are assembled using cryptographic functions. 

All performed transactions (e.g. transfers of money) 

are hashed and hash values are structured into a 

Merkle DAG. The linked blocks form a BC (Fig. 1). 

C. BC Architecture

The three main components which enable BC

technology are a decentralized P2P network, 

distributed consensus and cryptographically secure 

algorithms [30]. Work [11] highlights importance of 

ledger and validity rules (when transactions are 

considered valid and how the ledger gets updated). 

The basic BC architecture distributed over P2P 

network is shown in Fig. 2. 

Fig. 2. Blockchain architecure. Adapted from [30] 
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A smart contract is a computer program deployed 

using cryptographically signed transactions in the 

distributed ledger (BC network), in which parties 

agree to be bound by the program’s output.  

D. Consensus Mechanisms

Consensus algorithms enable agreement among

decentralized nodes before a block is included into the 

blockchain. Since, BC networks are designed to 

function with no trusted central node [29], there are 

several major consensus mechanisms: Proof of Work 

(PoW), Proof of Stake (PoS), Practical Byzantine 

Fault Tolerance (PBFT), and Delegated Proof of Stake 

(DPoS). However, BFT still requires either a central 

authority to identify a BFT node (i.e., permissioning) 

or PoW to maintain overall consensus. Xie et al. [30] 

review more consensus mechanisms: Proof of Activity 

(PoA), Proof of Elapsed Time (PoET), Proof of Luck 

(PoL), and Proof of Space (PoSpace). Other 

mechanisms were comprehensively analyzed in 

different works (e.g. [35]). These include: Multi-

signature (majority rule), delayed Proof of Work 

(DPoW), Proof of Importance, Delegated Proof of 

Stake (DPoS), Delegated Byzantine Fault Tolerance 

(DBFT), Partioned Consensus, Smilo BFT+, Stellar 

Consensus Protocol, Proof of Stake Velocity (PoSV), 

Proof of Burn (PoB), Proof of History (PoH), Proof of 

Importance (PoI), Proof of Believability 

(PoBelievability), Federated Byzantine Agreement 

(FBA), Combined DPoS+BFT, Proof of Authority 

(PoAuthority), and Raft. 

Some consensus mechanisms have multiple in-

service implementations. For example, PoS has 

several implementations [25], such as, Chain of 

Activity, Casper, Algorand, and Tendermint. 

III. INFORMATION SECURITY WITH BC

BC is not automatically more secure than other 

DLT systems. Although DLT makes it difficult to 

manipulate and attack by a single node, the major BC 

vulnerabilities are related to [30]:  

 fork (intentional or unintentional condition in

which nodes in the network have diverging

views),

 stale or orphaned blocks,

 different attacks (e.g. 51%, DNS, DDoS, selfish

mining, consensus delay, double-spending).

Some of these vulnerabilities are specific to 

cryptocurrency applications and associated with public 

permissionless BCs. In permissioned BC, multiple 

validation nodes are trusted to maintain the consensus. 

To avoid certain nodes accepting inconsistent 

messages, consensus mechanisms (e.g. PBFT, 

PoAuthority, DPoS+BFT) are used; decisions are 

encoded using digital signatures with algorithms such 

as Elliptic Curve Cryptography and SHA3-256 [30]. 

IV. BC SYSTEMS FOR BIG DATA

A. Implementations of BC and Other DLT Systems

The key aspects described in the above sections (block 

structure and BC architecture) have to be implemented 

and customized based on the type of application and 

considering the data to be stored, secured and 

managed with the BC. The block components, 

algorithms and protocols have to follow the latest 

standards and meet the defined requirements. The BC 

implementation has to take into account 

vulnerabilities and the performance of the hash 

function considering the data size and file system. 

TABLE I. IMPLEMENTATIONS OF BC AND OTHER DLT 

SYSTEMS 

Platform/Framework Platform/Framework 

1. Aion

2. ArcBlock

3. Ardor

4. BigchainDB

5. Binded

6. Bitcoin

7. BlocHIE

8. Burst

9. Cardano

10. Chain core

11. Corda

12. Credits

13. Democracy Earth

14. Elements

15. Enigma

16. EOS

17. Ethereum

18. Exonum

19. Follow My Vote

20. Graphene

21. Guardtime

22. Hydrochain

23. Hyperledger Fabric

24. Hyperledger Indy

25. Hyperledger Burrow

26. Hyperledger Sawtooth

27. ICON

28. IOTA

29. KSI Blockchain

30. Komodo

31. Lisk

32. MedRec

33. MediChain

34. MultiChain

35. ModelChain

36. Neblio

37. NEM

38. NEO

39. Nxt

40. OmniPHR

41. OpenChain

42. Oracle

43. Qtum

44. Quorum

45. Paperchain

46. Parity

47. Po.et

48. Propy

49. Stellar

50. Straitis

51. Tezos

52. Ubitquity

53. Ujomusic

54. Verisart

55. Wanchain

56. Warranteer

57. Waves

58. Zilliqa

Multiple resources (e.g. [35, 36]) analyzed 

available BC and other DLT frameworks and 

platforms. Their application areas are varying between 

finance, government, IoT, legal and other industries. 

A comprehensive list of BC and DLT systems 

identified on July 15, 2021 from internet and research 

publications is provided in Table I. This list includes 

both frameworks (e.g. Ethereum, Hyperledger, Qtum) 

and the implementations of BCs for specific 

applications. These implementations were analyzed in 
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context of their applicability and benefits to big data 

applications (details are  presented at the conference). 

The analysis also considered different factors 

affecting the implementation, for example, 

programming language, support documentation, and 

availability (commercial or open source).  

B. BC Systems for Big Data

The BC system can be implemented for increasing

level of information security of large and growing 

data volumes in data centers and cloud environments. 

The largest cloud service providers (e.g. AWS, Azure, 

IBM, Oracle) have already developed environments 

with blockchain as a service (BaaS). In a cloud 

environment, the usage of BC enables multiple nodes 

to participate in maintaining transparent and 

immutable provenance information for tracking data 

transactions and detect malicious activities [30]. The 

API and web user interface can be used to monitor BC 

activity and visualize provenance records. The BC 

system applications for sharing and enabling integrity 

of large data files such as medical [37] and Earth 

Observation [38] images provide examples of the 

required definition and design activities.  

An important problem in BC is scalability, which 

coincides with growing data volumes. An increasing 

number of transactions (and block validations) from 

an increasing number of users, leads to 

communication overheads that limit the network 

scalability [35]. BC systems for massive data storage 

can potentially enable scalability with acceptable 

performance [25]. To address issue of redundant 

massive data storage, a secure data storage and 

recovery scheme in the BC-based network was 

proposed [39] by improving the real-time monitoring, 

and supporting the dynamic storage, and update of 

distributed data.  

The main development activities to achieve the 

best performance and security capabilities of BC 

system are currently focused on definition and design 

of its technological elements, including block 

structure and information, hash function, encryption 

algorithm, consensus mechanism and integration in 

file system. The architecture of the BC system and its 

components for big data were analyzed (presented at 

the conference with more details).  

V. CONCLUSION

This paper reviewed and analyzed current concepts, 

applications and implementations of BC systems. In 

total, 58 BC platforms and frameworks were identified. 

The main elements of a BC system to enable information 
security of big data were analyzed and defined.  
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Abstract. A digital computational platform is 

proposed for processing fluorescence spectroscopy data, 

which implements complex analysis of experimental 

information based on the simulation modelling and 

machine learning algorithms. Data analysis includes 

partitioning biophysical data into clusters according to 

the degree of likeness in some measure of similarity, 

finding the median cluster members (medoids), applying 

the data reduction method and visualizing the 

experimental data in a two-dimensional space. Analysis 

of the medoids is carried out by the analytical or 

simulation models of optical processes occurring in 

molecular systems. The visualization of data clusters in 

the original and transformed feature spaces is done with 

the aim of user interaction. As a demonstrative example, 

the platform FluorSimStudio is implemented for 

processing time-resolved fluorescence measurements 

(https://dsa-cm.shinyapps.io/FluorSimStudio). The 

digital platform is an open system and allows addition of 

complex analysis models, taking into account the 

development of new modelling and analysis algorithms. 

Keywords: fluorescence spectroscopy, simulation 

modelling, machine learning, digital platform  

I. INTRODUCTION

Experimental fluorescence spectroscopy methods 
are applied to study the optical properties of molecular 
compounds and are commonly used in the studies of 
artificial photonic materials, protein complexes, 
biopolymers, DNA sequencing, biological membranes, 
cell and tissues, medical diagnostics [1]. The 
considerable development of methods is driven due to 
the improvements of effective molecular fluorophores, 
including genetically expressed proteins (for example, 
GFP), semiconductor nanoparticles and quantum dots, 
optical systems for laser excitation and registration of 
radiation, allowing high-precision measurements, 
computer technologies for data storage and processing 
[2]. Novel experimental high-throughput techniques, 
integrating pulsed, phase and modulation methods for 
recording fluorescence decay times, form the basis of 

modern fluorescence microscopy and allow obtaining 
big data, characterized by high spectral, time and spatial 
resolution [3]. The main fluorescence spectroscopy and 
microscopy techniques for studying complex molecular 
systems in "cuvettes" and living cells are fluorescence-
lifetime imaging microscopy (FLIM), fluorescence 
recovery after photobleaching (FRAP) and its 
derivatives – fluorescence loss in photobleaching 
(FLIP) and fluorescence localization after 
photobleaching (FLAP), fluorescence fluctuation 
spectroscopy (FFS, combining fluorescence correlation 
spectroscopy (FCS), fluorescence cross-correlation 
spectroscopy (FCCS), photon counting histogram 
(PCH) and fluorescence intensity distribution analysis 
(FIDA)), fluorescence sensing (FS) [4]. 

The existing data analysis approaches to processing 
fluorescence spectroscopy data can be divided into 
classical and modern, based on machine learning, 
algorithms. Classical methods consider separate or joint 
analysis of datasets using deconvolution, least squares, 
maximum likelihood, Bayesian, target and global 
analysis to estimate the parameters of mathematical 
models of optical processes and systems [5]. New 
approaches are based on: i) projection transformations 
and following parameter estimation (for example – 
transformation of fluorescence intensities into the 
phasor space (phasor analysis), ii) using machine 
learning techniques, mainly artificial neural networks 
and ensemble algorithms, to estimate the model 
parameters, iii) segmentation of cell or tissue images 
and subsequent classification by a machine learning 
algorithm [5, 6]. The main disadvantages of existing 
data processing methods are limited or poor efficiency, 
that is due to the use of nonphysical analytical models 
(multi-exponential or polynomial decompositions), 
poor accuracy in parameter estimating when analyzing 
noisy data (phasor analysis, neural networks), slow 
computations (global and Bayesian analysis), the need 
for the large training datasets (neural networks), special 
requirements for computing resources (the usage of 
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video cards or multiprocessor nodes to accelerate neural 
network computing), and finally the lack of specialized 
software for automated data processing. Therefore, the 
primary task is to develop an integrated data analysis 
approach and computational platform that eliminates 
the main drawbacks of existing methods, which would 
include physical models of the processes and systems 
under study, effective methods and software for 
processing a series of fluorescence spectroscopy data.  

A computational approach for processing large sets 
of time-resolved fluorescence data using simulation 
modelling and data mining algorithms was developed 
[7, 8]. By this methodology it is possible to increase the 
accuracy of the estimated parameters of biophysical and 
optical processes occurring in the studied molecular 
systems. Specialized and general-purpose software 
tools and products, both commercial and freely 
available, have been developed for statistical 
processing, analysis and simulation of fluorescence 
spectroscopy data. However, there are no unified 
integrated software tools for processing large datasets 
using simulation modelling and machine learning 
methods. The development of a digital software 
platform for simulation and machine learning analysis 
of fluorescence data in various biophysical systems 
under experimental studies is an critically important and 
urgent task. 

In this paper, we propose the conception of a digital 
software platform for the simulation modelling and 
machine learning analysis of optical processes in 
molecular systems studied by the fluorescence 
spectroscopy methods. As a demonstrative example, 
developed integrated methodology is implemented into 
the computational platform FluorSimStudio for 
processing fluorescence kinetic curves obtained through 
FLIM experiments.  

II. METHODOLOGY

A. Review of the Computational Tools for a Digital

Platform.

A digital computational platform in this case is an
intellectual software resource or a programming 
environment designed to model and analyze large 
experimental fluorescence spectroscopy data studied in 
biophysical research. The platform includes a 
programming environment, integrated coding 
languages, software tools for automation, code 
debugging and creating an application interface, models 
of research objects, methods for analyzing and 
visualizing data, assessing the quality of analysis and 
the reliability of models. The choice of the optimal 
software platform primarily implies the choice of a 
programming environment and interface development 
tools for interacting with the user.  

Various computing platforms and programming 
technologies are used to implement the software. In 
most publications on benchmarking open access 
packages, there is no clear leader in machine learning 
and data mining. Currently, a large number of software 
tools are actively used, including WEKA, Tanagra, 
Rapid Miner, KNIME, Orange, Java, Python and R 
projects, as well as platforms implemented using high-
performance programming languages C++ and Scala. 
The advantages of these software resource are 
computational performance, a wide range of libraries 
for statistical analysis, cross-platform integrity, the 
ability to develop user interfaces, parallel computing, 
work directly with existing databases and data 
warehouses. The main disadvantages include the lack of 
versatility, significant requirements for computing 
resources, and the limitation of the integration of the 
above fascinating properties in a single format. The 
most promising projects for organizing the digital 
environment are Scala-, Python- and R-platforms. A 
platform based on the Scala language (for example, 
Apache Hadoop) is designed to analyze big data in 
production projects and is used to solve industrial 
programming problems. Python applications are aimed 
at solving general engineering and data analysis 
problems with an emphasis on neural network 
approaches and programming. R-projects are developed 
primarily with the aim of optimizing and validating 
applied statistical analysis, which includes approaches 
using classical and data mining methods. Let take a 
closer look at the R environment.  

The main advantages of the statistical programming 
environment R are the presence of optimized structures 
for representing data objects, which greatly simplifies 
data processing, optimization of programming tools and 
implementation of computation algorithms (in the sense 
of minimizing the introduction of errors into the 
program code), the ability to use a huge set of 
processing algorithms, statistical and data mining, 
various computing resources of the scientific 
community [9]. The main drawback is the low 
computational performance in the basic version of the 
environment layout, which is especially critical when 
working with large datasets and developing simulation 
models. This limitation can be partially or completely 
eliminated by connecting program codes of high-
performance programming languages Scala, Java, C++ 
(packages rscala, rjava, Rcpp, inline), parallel 
computing procedures (managed by packages parallel, 
Rmpi, snow, snowfall), additional packages for efficient 
processing big data (readr, LaF, data.table, ff, 
bigmemory) and the use of third-party software 
resources (Microsoft R Open and Intel Math Kernel 
Library libraries, H2O big data analysis platforms, 
Apache Hadoop and Spark systems, with using h20, 
Rhadoop and SparkR packages).  
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An important issue is the development of the 
interface of a software application. The most popular R-
code integrating user interface development packages 
are gWidgets, rpanel, svDialogs, RGtk2, qtbase, tcltk. A 
new direction in the development of R-applications for 
the analysis of biophysical systems [10] is associated 
with the creation of "reactive" web interfaces using the 
Shiny package and the subsequent placement of the 
software implementation on the shinyapps.io resource 
provided by the open source software developers 
RStudio. The advantage of this approach is the ability 
to remotely work with a web application for a wide 
scientific audience of users online via the global 
Internet. To implement the software application, the R 
computing environment and the Shiny package were 
chosen to create a web interface for the developed 
application. 

The computing platform is organized according to the 
example of open projects of network resources CRAN 
(https://cran.r-project.org), R-Forge (https://r-forge.r-
project.org), Bioconductor (https://www.bioconductor. 
org), Github (https://github.com). It is a programming 
and simulation environment that contains updated and 
supplemented libraries of analytical and simulation 
models of optical processes in molecular systems, built-
in tools for machine learning methods and assessment 
of the quality of analysis and modelling, provides the 
scientific community with opportunities to develop new 
algorithms and simulation models. 

B. Conception of the Digital Platform.

The digital platform can integrate the research
scheme for a certain biophysical process or molecular 
compound using a complex approach based on 
simulation modelling and machine learning methods 
[7]. A schematic diagram of the methodology for 
spectral or/and time-resolved fluorescence spectroscopy 
data analysis of the platform is shown in Fig. 1. 
Consider the main stages of data analysis. 

Fig. 1. Main stages of the fluorescence data analysis of a digital 

platform using simulation modelling and machine learning 

The platform is designed to analyze experimental or 
simulated data. Data loading and graphical presentation 
is carried out in block 1. Visual assessment of two-
dimensional and three-dimensional fluorescence 
datasets allows predetermining the choice of a 
mathematical model for describing the physical 
processes, making a supposition regarding the number 
of data clusters, and limiting the choice of measures for 
calculating the similarity of samples based on the noise 
level of the data.   

Modelling and visualization of fluorescence data are 
carried out in block 2. Integrated models of optical 
processes are considered. Simulation modelling is 
carried out using Monte Carlo algorithms [11]. The 
input characteristics of the simulation are the type and 
parameters of the model, the number of samples and the 
number of simulations. 2D or 3D visualization are 
intended for expert analysis of modeled data, study of 
the behavior of models when changing their parameters, 
manual selection of the most optimal modelling 
parameters, such as the number of simulations and data 
points, as well as initial approximations of parameters 
for subsequent precise determination during fitting 
using mathematical models. New and improved models 
of optical-physical processes in molecular systems can 
be developed and integrated into the software 
environment. 

In block 3, cluster analysis of fluorescence data is 
performed in the space of experimentally detected 
features. Clusters of data are identified according to 
some degree of similarity (Euclidean, Minkowski, 
Manhattan, maximum  or Canberra distance). The 
number of clusters is determined intuitively, 
automatically from the hierarchy dendrogram of data 
constructed on the basis of the cluster binding measure 
(Ward, nearest neighbor, far neighbor, or middle bond), 
or on the basis of a statistical criterion [12, 13]. The 
median representatives of the clusters are calculated – 
medoids, samples or data objects having the smallest 
average distances to the rest of the objects of the 
corresponding clusters.  

A data reduction is carried out in block 4. The 
consideration of a large group of uninformative 
experimentally detected features leads to difficulties 
in data analysis, namely, to their noise, an increase in 
the amount of data, and distortion of reliable 
information about clusters of similar samples. To 
improve the quality of data analysis, in particular, the 
visual assessment of data partitioning into clusters, it 
is expedient to carry out the stage of data analysis, 
which includes the transition to a low-dimensional 
space of new informative features, in which the 
fluorescence data form clusters. To perform this 
transformation, it is required to use data 
dimensionality reduction algorithms, among which 

218

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



the method of principal component analysis is the 
most widely known [14]. Conversion of fluorescence 
data using principal component analysis is performed. 
The proportion of relative variation attributed to 
principal components is set, limiting the number of 
components. Principal components are selected that 
correspond to a given variation in the data (for 
example, 0.95 out of 1). A diagram of the proportions 
of variation of the first ten principal components is 
constructed, according to which the contribution to 
the total variance in the data is estimated. Clusters and 
their medoids are displayed in the scatter diagram of 
the first two principal components. Medoids are 
calculated in the space of initial features or in the 
space of the main components that explain a given 
value of variability. For example, if the data clusters 
are not separated, then it can be assumed that there is 
only one kind of fluorescent compounds. Otherwise, 
the presence of several forms of compounds 
(fluorophores) is allowed. For the convenience of 
visual control of cluster separability, histograms of 
frequencies are plotted on the axis of the first three 
principal components. Good separability of clusters is 
characterized by the presence of a multimodal form of 
histogram distributions.  

In block 5, cluster medoids are analyzed to 
accurately determine the parameters of fluorescent 
compounds using an optimization algorithm and 
mathematical models. To approximate the fluorescence 
data, represented by the found medoids, analytical and 
simulation models for describing photophysical 
processes are used. Optimization methods are applied 
for the optimal selection of the parameters of 
mathematical models during the approximation of 
experimental data. In this work, the Nelder–Mead 
method [15] is chosen, which does not take into account 
the derivative of the objective function, which greatly 
simplifies the use of simulation models in the parameter 
estimation procedure. The best approximation is chosen 
according to a criterion (or a set of criteria) that 
determines the degree of deviation of the theoretical 
model from the experimental data. As a rule, such a 
criterion is presented analytically in the form of a 
function of experimental and theoretical data, the form 
of which is determined by the field of application, the 
direct modelling method and the conditions of the 
experiment. In our experiments, we consider the 
normalized chi-square criterion, diagrams of weighted 
residuals and their autocorrelation function [12].  

The visualization of the results and the analysis of 
graphical images of the estimated data clusters are 
carried out with the aim of interpreting, explaining, 
improving the understanding of the research object and 
its behavior (block 6). Reduced data are plotted in the 
three principal component space, the original feature 

space, and the principal component coordinates that 
explain the given fraction of the variation in the data. 
The presentation of a diagram of three main 
components, interactive for user interaction, allows to 
visually assess the proximity of the found clusters and 
their shapes, the location of individual data points, the 
influence of experimental effects. Diagrams of a set of 
informative components enable to determine data 
clusters for a possible assessment of the parameters of 
models in the space of the main components. The latter 
helps to improve the accuracy of parameter estimation 
by reducing noise in the data due to the elimination of 
uninformative components describing the experimental 
noise. The procedure for estimating the parameters of 
models in the space of principal components can be 
additionally implemented in the platform. An 
interactive domain data cluster diagram let to 
qualitatively explore groups of processed data. 

III. RESULTS

For the practical implementation of the digital 
platform conception, integrating simulation modelling 
and machine learning algorithms, the computational 
platform FluorSimStudio is developed for processing 
fluorescence kinetic curves at FLIM experiments. It is 
launched on an R server hosted on a network resource, 
such as shinyapps.io. To implement simulation models, 
it is proposed to use the C++ programming language. 
The choice and development of algorithms for data 
analysis is carried out by direct programming or by 
connecting ready-made machine learning packages 
provided by the scientific community of developers 
through open projects CRAN, Bioconductor, Github. 
The user's work is carried out through a web 
application. In the structure of the computational 
approach, the platform integrates the implementation of 
simulation models, analysis algorithms, provides 
computational tools for applying the developed 
simulation models and methods to the analysis of 
datasets, instruments for assessing its quality, 
visualizing and interpreting data.  

The programming implementation of the platform 
FluorSimStudio is organized using the Shiny R package 
and contains a set of functions that integrate the 
methodology for an integrated approach to data 
analysis. The web application is hosted at https://dsa-
cm.shinyapps.io/FluorSimStudio. An example of the 
interface window is shown in Fig. 2. The main interface 
window consists of nine panels corresponding to six 
stages of analysis: loading, modelling and clustering 
data, reducing data dimensionality by the principal 
component analysis (PCA), fitting medoids (data 
analysis), visualizing and interpreting the results, 
information about the authors of the development, and 
instructions for using the computational resource.  
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The performance of the computational platform 
FluorSimStudio was tested by examples of the analysis 
of datasets representing systems of free fluorophores 
and in the presence of the Förster electronic excitation 
energy transfer process [1]. The obtained results are in 
good agreement with those previously published for 
analytical models of single- and stretch-exponential 
fluorescence decay laws [7]. Comprehensive analysis 
using simulation models and machine learning lets 
successfully to restore the parameters of optical 
processes from the experimental data.  

IV. CONCLUSIONS

The conception of a digital platform for processing 
fluorescence spectroscopy data is developed, which is 
an implementation of an integrated approach for the 
complex machine learning analysis and modelling of 
optical processes in biophysical systems. Integrated 
data analysis pipeline comprises partitioning data into 
clusters, finding the cluster medoids, applying the data 
reduction method and visualizing the experimental data 
in a two-dimensional space, analyzing the medoids with 
analytical or simulation models. By this data analysis 
approach, it is possible to enhance the efficiency of the 
biophysical research. The digital platform is a 
programming environment designed to model and 
analyze large experimental fluorescence spectroscopy 
data. It includes a development framework, coding 
languages, tools for automation, code debugging and 
creating an application interface, models and methods 
for processing and visualizing data, assessing the 
quality of analysis. The R computing environment and 
the Shiny package are selected to create a web interface 
and online version for the developed software 
application. The C++ programming language is used for 
accelerating simulation modelling algorithms. The 

proposed methodology of the digital platform is realized 
in the computational platform FluorSimStudio, 
intended for processing fluorescence decay curves in 
molecular systems. FluorSimStudio provides high 
productivity of processing large fluorescence datasets, 
is hosted on the server and can be used in the 
educational process and for the study of experimental 
systems. Computational efficiency of the digital 
platform can be increased by connecting software tools 
for high performance big data computing (for example, 
H2O, Apache Hadoop, Spark resources).  
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Abstract. The mathematical justification of the 

algorithm for synthesis of proper transformation and the 
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I. INTRODUCTION

The analysis and processing of large amounts of 
data involves compression using fast algorithms, since 
it is important to have a high speed of information flow 
to the appropriate data analysis and processing systems. 
In statistics, the principal component method is used to 
compress information without significant loss of its 
informativeness [1]. It consists in a linear orthogonal 

transformation of the input vector Х  dimension n  in 

the output vector of Y  dimension  p , where p n . 

In this case, the components of the vector Y  are 
uncorrelated and the total variance after the 
transformation remains unchanged. 

The covariance matrix of the input data Х  is 
defined as 
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The eigenvalues 
k

 of the matrix R  characterize

the variance of the principal components. In this case, 
the sum of the variances in the space of the initial signs 
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II. METHODOLOGY

To solve the problem of eigenvalues of symmetric 
matrices, different approaches are used, in particular, in 
[2], a QL algorithm is proposed, which requires a 
preliminary reduction of the original matrix to a 
tridiagonal form. However, the QL algorithm uses 
similarity transformations of a rather complex structure, 
which do not allow to effectively organize the 
computational process when implementing its own 
basis. The method for rotations [2] allows to find all the 
eigenvalues and eigenvectors of a symmetric matrix 
without using the characteristic equation. It is known [4] 
that for a symmetric matrix A  an orthogonal matrix   
exists when 

T A    , 

where 1T    (orthogonality condition),   is the 
diagonal matrix. In the method of rotations, the matrix 
 is constructed as the limit of the sequence of
products of matrices of simple rotations. Rotation
operators [3], in contrast to rotation matrices, have
invariant properties (Lemmas 1–4), that let solve this
problem in an optimal way.

In this paper, we propose an approach for solving 
the symmetric eigenvalue problem based on the use of 
orthogonal rotation operators. The rotation operator is 

a matrix of dimension , 2in n n   ( 2, 4, ,i N ), 

which is the direct sum of the elementary Givens and 
Jacobi rotation matrices. In this case, the symmetric 
matrix is preliminarily reduced to the persymmetric 
one (where the symmetry is less than and relative to 
the side diagonal), and then the synthesis of the proper 

transformation of the resulting matrix is carried out 
[3]. 

221

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

mailto:zaitsevaria@gmail.com


Suppose that a symmetric matrix 
4 4ijA a 

    is

given, as well as the rotation operators: 

1 1

1 11(4)
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The following basic properties of the rotation 
operators are proved: 

Lemma 1. 

Let 
(4) (4)

4 4 2 2 1ijb T AT B
     , 11 22b b , 

33 44b b , 

(4) (4)

4 4 0 1 0 2ijd T BT B
     , 11 44d d , 

22 33d d . 

Then the diagnal elments of the matrix 2B will be

equal, i.e. 
11 22 33 44 1

1

2
d d d d L    , where

4

1

1

1

2
ii

i

L a


 

Lemma 2. Let 
(4) (4)

4 4 1 2 1ijl G B G
    . Then for all 

5 the relation is valid:

11 44 22 33l l l l  

Lemma 3. Suppose that 
4 4ijX x 

     is a 

symmetric matrix, and 
(4) (4)

4 4 1 1ijy G XG
     and 

(4) (4)

4 4 1 1ijy T XT
    . Then equality 14 23x x

follows that: 

14 23y y , 14 23y y . 

Lemma 4. Let 
4 4ijX x 

     ,

(4) (4)

4 4 2 2ijy T XT
    . If the conditions are met

13 24 0x x  , 14 23x x , that 14 23y y . 

The invariant properties of the operators allow us to 

transform the symmetric matrix
4 4ijA a 

    into a 

persymmetric form and then use the diagonalization 
algorithm proposed in [3]. It should be noted, since the 
rotation operators are a direct sum of elementary 
rotation matrices that do not commute among 
themselves, and also, taking into account the invariant 
properties of the operators, the system of nonlinear 
equations for determining their parameters is a system 
with separated variables. 

Thus, the eigenvalue of a symmetric matrix has a 
factorized structure in the form of a product of rotation 
operators, which implies its use in information 
processing problems. 
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Abstract. In this study, a hybrid approach is proposed to 

enhance land cover classification accuracy by clustering 

training samples into homogenous subclasses. The proposed 

approach implies the integration of both supervised and 

unsupervised classification methods into a holistic 

framework. A criterion of training sample separability is 

developed as separability index of training samples. The 

approach was applied to enhance the land cover classification 

of the highly heterogeneous natural landscapes by the case of 

the Shatsky National Natural Park. 

Keywords: land cover classification, clustering, hybrid 

approach, training samples separability 

I. INTRODUCTION

Land cover classification is a key research field in 
remote sensing, which is still challenging in 
heterogeneous landscapes [1]. The problem mainly 
arises from the mixing of land cover classes. Nowadays, 
the solution of the problem is seen in the application of 
hybrid classification models based on combining both 
supervised and unsupervised learning [2]. 

As known, the classification process implies that 
expert selects the training samples of each land cover 
class. Hence, it is necessary to obtain a description of 
each class. However, due to the human factor, selected 
training samples tend to be inaccurate as well as 
presented classes are subjective, which, in turn, 
decreases classification accuracy. 

The study aims to enhance land cover classification 
accuracy by clustering training samples into 
homogenous subclasses. For this, an approach to land 
cover classification is developed as a hybrid of 
supervised and unsupervised methods. The potential of 
the proposed approach is explored by mapping the 
highly heterogeneous natural landscapes of the Shatsky 
National Natural Park. 

II. METHODOLOGY

A. Hybrid approach to classification

The hybrid approach to classification is developed to
reduce the impact of problems caused by the high 
heterogeneity of land cover classes [3]. The core of that 
approach is the integration of both supervised and 
unsupervised classification methods into a holistic 
framework. This conception aims to lessen the 
subjectiveness of expert-selected classes and the mixing 
of training samples. This point is reached by clustering 
of classes training samples with the unsupervised 
methods. Another point is to provide a reasonable 
interpretation of classes, which is inherent in supervised 
methods. 

Input data of the proposed approach to classification 
consists of an image and training samples of each class. 
The training samples should satisfy such requirements as 
completeness, sufficiency, and purity [4]. The algorithm 
of the proposed approach is described in Fig. 1. 

Fig. 1. The scheme of hybrid approach to classification 
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The first step of this algorithm implies training 
samples clustering via unsupervised classification. 
Firstly, initial classes are subdivided into subclasses. 
Secondly, classes training samples are clustered into 
subclasses training samples in the form of subclusters. 
The method of unsupervised classification could be 
specified individually for each class since the clustering 
is performed for each class separately. 

The second step engages the supervised classification. 
The subclusters obtained in the previous step are used as 
subclasses training samples. Whereas input image is 
divided into subclasses, but not to classes, the result of this 
procedure is named subclassification instead of 
classification. The method of supervised classification 
should be assigned taking into account the features of an 
input image and training samples.  

The final step is to merge the subclasses of 
subclassification into initial classes. Since this procedure 
is pixelwise, each pixel of subclassification requires 
identifying the initial class of its subclass. This step is 
necessary to transform subclassification to classification. 

B. Number of subclasses

According to the algorithm of the hybrid approach to
classification, the parameter “Number of subclasses” is 
not defined a priori. This parameter sets the number of 
subclasses for each initial class. The most appropriate 
value of this parameter is the one that maximizes the 
separability of training samples, thereby minimizing 
their mixing. 

Fig. 2 describes the algorithm of selection of the most 
appropriate number of subclasses. Presented algorithm 
iterates over combination sets, which contains a number 
of subclasses for each class. Such a combination set is 
illustrated in Fig. 2 as “Number of subclasses”.  

Fig. 2. The algorithm of selection of the most appropriate number 
of subclasses 

In order to limit the iterative process, the maximum 
number of subclasses should be assigned for each class. 
An expert makes this decision taking into account the 
available computational power or some features of 
training samples, namely their size, density, etc. 
Thereafter, the number of iterations is calculated by 
following combinatorial formula: 

 (1) 

where K is the number of initial classes, subi is the 
maximum assigned number of subclasses for i class.  

The first step of this algorithm also involves the 
training samples clustering, as the algorithm of the 
hybrid approach to classification. However, it is worth 
noting that the number of subclasses varies with each 
iteration. 

The second step is to perform supervised 
classification for initial classes training samples and 
their subclasses training samples as an object of 
classification and training samples, respectively. The 
method of supervised classification cannot differ from 
the one chosen for the hybrid approach to 
classification. 

Estimation of training sample separability is 
engaged at the third step. In order to carry out this 
task, the separability index of training samples (SITS) 
is proposed. SITS quantifies the separability of 
training samples by measuring the ratio of the number 
of correctly classified training samples to the total 
number of training samples. Calculation of SITS is 
similar to the standard calculation of classification 
overall accuracy [5]: 

(2) 

where K is the number of initial classes, TScorri is the 
number of correctly classified training samples of i 
class, TStotali is the total number of training samples of i 
class. 

In order to calculate SITS, the number of correctly 
classified training samples is provided by 
classification obtained in the second step. Since 
training samples and their total number are specified 
a priori as input data, the calculation of SITS could be 
performed automatically, unlike the calculation of 
classification overall accuracy.  

After all n iterations, the highest value of SITS will 
be determined. This value refers to the most 
appropriate combination set among others. Thus, 
returning to the hybrid approach to classification, this 
set assigns the number of subclasses for each class. 

, 

a) 

, 
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III. EXAMPLE

A. Study Area

The proposed hybrid approach was tested at the area
of the Shatsk National Natural Park. It is situated in 
northwest Ukraine, within Volyn’ oblast, between 51º 
28'25"N and 23º 49'29"E (Fig. 3). Lying in the vast 
wetland region of West Polissia, the Park encompasses 
diverse forests, peat bogs, transitional mires, meadows, 
and lakes. As a study area, the Park was chosen due to 
the high heterogeneity of its natural landscapes. During 
land cover classifications, it often results in the 
subjectiveness of expert-selected classes and the mixing 
of training samples. 

Since 2007, the Park belongs to the Ukrainian 
network of the test sites for satellite-based products 
validation [6]. Above 100 georeferenced sample plots 
were set here to provide comprehensive ground truth 
information about the representative landscapes of the 
West Polissia region.  

Fig. 3. Location of the study area and sample plots within 
the Shatsk National Natural Park. They are shown on the fragment 

of the true-colored composite of the Sentinel-2 Multispectral 
Instrument (MSI) image acquired on 1 June 2018 

B. Input Image

A cloud-free Sentinel-2A multispectral instrument
(MSI) image acquired on 01 June 2018 was 
downloaded from the U.S. Geological Survey (USGS) 
archive (https://earthexplorer.usgs.gov). The image 
was obtained at the top of the atmosphere reflectance 
(TOA, Level 1C) and then atmospherically corrected to 
the bottom of the atmosphere reflectance (BOA, Level 
2A) using the Sen2Cor tool (https://step.esa.int/main/ 
snap-supported-plugins/). 

During the processing, Sen2Cor discarded the three 
bands (B1, B9, and B10) that consider the effects of 
aerosols and water vapour on reflectance. Then, the 
Sentinel-2 bands acquired at 20 m data were resampled 
using the nearest neighbour method to obtain a layer 
stack of 10 spectral bands at 10 m. Finally, the obtained 
image was resized to the extent of the study area and 
account for 2284x1554 pixels.  

C. Training samples

Six broad land cover classes were the focus, as
follows: artificial surfaces, forest, natural grassland, 
agricultural areas, water bodies, and inland wetlands.  

As it was mentioned, completeness, sufficiency, and 
purity are the key requirements for training samples. An 
extensive analysis of representative features of each 
class all over the study area provided the satisfaction of 
the requirements. Updated information from the 
georeferenced sample plots has also contributed to 
initial training sample completeness and purity.  

The given classes varied considerably both in 
spatial extent and heterogeneity. The relatively small 
class included diverse features (e.g. agricultural areas) 
while the bigger one could be quite homogenous (e.g. 
natural grassland). Therefore, the number of training 
pixels of each class also varied disproportionally. The 
overall number of all training pixels accounted for 
2684. Table I shows labels, description, and training 
pixel amount for the land cover classes assigned for 
the experiment.  

TABLE I. THE CLASSIFICATION SCHEME USED IN THE 

EXPERIMENT

Land Cover 

Class 
Description 

Training 

pixels 

Artificial 

surfaces 

Urban public and industrial 

built-up areas, transport 

units, and construction sites 

370 

Forest 

Broadleaved, coniferous, 

and mixed forests, roadside 

tree lines, areas with tree 

cover more than 30% 

611 

Natural 

grassland 

Natural herbaceous 

vegetation, permanent 

grasslands of natural origin, 

pastures 

544 

Agricultural 

areas 

Arable land, permanent 

crops, fallow lands, 

heterogeneous agricultural 

areas, open soils 

313 

Water bodies 

Lakes, rivers and streams of 

natural origin, including 

man-made reservoirs and 

canals. 

403 

Inland 

wetlands 

Non-forested areas of peat 

bogs, transitional mires, 

eutrophic marshes, and reed 

beds 

438 

D. Classifications

The initial set of training samples were used to
obtain a land cover map (Fig. 4a) applying Mahalanobis 
distance as a method of supervised classification [7]. To 
estimate the separability of this set, the value of its SITS 
was calculated by the formula (2): 

225

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk : 
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



Another land cover map was obtained using the 
hybrid approach, which provides clustering of the initial 
training samples. The application of this approach 
involves a definition of subclasses number for each 
initial class of the training samples. According to the 
proposed algorithm, an expert should set the maximum 
number of subclasses for each initial class. Taking into 
account the size of the initial set of training samples, the 
maximum number of subclasses for each class was set 
to 10. Under the formula (1), there are 106 different 
combinations of training samples, derived by their 
clustering. 

a) 

b) 

Fig. 4. Land cover maps of the study area were obtained using (a) 

initial training samples and (b) training samples after clustering 

Among all iterations of the K-Means clustering [8], 
the maximum value of SITS is achieved by subdividing 
initial classes into the combination of subclasses, which 
is shown in Table II. 

TABLE II. THE DETERMINED NUMBER OF SUBCLASSES FOR EACH 

INITIAL CLASS

Land Cover 

Class 

1 2 3 4 5 6 

Number of 

subclasses 

10 3 1 4 4 6 

The SITS value of obtained set of training samples 
is calculated herein (2): 

After that, the final classification (Fig. 4b) is carried 
out using the determined set of training samples. 

E. Accuracy Assessment

The initial and final land cover maps were verified
independently from each other using proportionate 
stratified random samplings. Such sampling technique 
produces sample set sizes that are directly related to the 
size of the classes. It is widely used in assessing the 
classification accuracy of heterogeneous landscapes. 
To determine the required total sample size, the 
minimum sample size was set to 0.01% of the total 
number of the input image pixels. Therefore, validation 
samples were equal to 355 pixels for each land cover 
map. 

As a primary source of reference data, high spatial 
resolution satellite images (QuickBird) available in 
Google Earth TM for 2018 were used for verification.  

Confusion matrices were constructed to assess 
overall accuracy (OA), producer’s accuracy (PA), and 
user’s accuracy (UA) of the land cover maps.  

Table III shows the confusion matrix of the initial 
land cover map. Its overall accuracy was 77%. Both 
producer’s and user’s accuracy were very low for the 
classes #1 artificial surfaces (PA – 22%, UA – 50%) 
and #6 ‘inland wetlands’ (PA – 52%, UA – 29%). 
User’s accuracy was also low for class #3 ‘natural 
grassland’ (63%), while producer’s accuracy was very 
low for class # 4 ‘agricultural areas’ (40%). Only 
classes #2 ‘forest’ and # 5 ‘water bodies’ had high both 
producer’s and user’s accuracy. 

TABLE III. CONFUSION MATRIX OF THE INITIAL LAND COVER MAP

Class# 
Actual Class 

1 2 3 4 5 6 Σ UA,% 

P
re

d
ic

te
d

 C
la

ss
 

1 2 0 0 2 0 0 4 50 

2 3 160 3 6 0 7 179 89 

3 2 8 30 2 0 6 48 63 

4 1 0 0 10 0 0 11 91 

5 0 0 0 0 56 2 58 97 

6 1 24 9 5 0 16 55 29 

Σ 9 192 42 25 56 31 355 

PA, 

% 
22 83 71 40 

10

0 
52 

OA, % 

77 

Table IV shows the confusion matrix of the final 
land cover map. Its overall accuracy was 81%. Only 
class #4 ‘agricultural areas’ had low producer’s 
accuracy (31%). However, at the same time its user’s 
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accuracy was the highest (100%). For classes #1 
‘artificial surfaces’ and #3 ‘natural grassland’ both 
producer’s and user’s accuracy were equal (67%) or 
almost equal (PA – 62%, UA – 66%), but still not high. 
All other classes had high both producer’s and user’s 
accuracy. 

TABLE IV. CONFUSION MATRIX OF THE FINAL LAND COVER MAP

Class# 
Actual Class 

1 2 3 4 5 6 Σ UA,% 

P
re

d
ic

te
d

 C
la

ss
 

1 6 0 0 3 0 0 9 67 

2 1 168 6 6 0 2 183 92 

3 0 6 23 6 0 0 35 66 

4 0 0 0 11 0 0 11 100 

5 0 0 0 0 55 1 56 98 

6 2 18 8 9 0 24 61 39 

Σ 9 192 37 35 55 27 355 

PA, 

% 

6

7 
88 62 31 100 89 

OA, % 

81 

IV. DISCUSSION AND CONCLUSION

The experiment has revealed, that the land cover 
classification of the study area was enhanced by 
application of developed approach. This is evidenced by 
a 4% increase in overall accuracy from 77% to 81%.  

The most significant enhancement was appeared in 
two classes, namely #1 ‘artificial surfaces’ and #6 
‘inland wetlands’ (Fig. 5). PA values of both #1 and #6 
classes were increased by 3 and 1.7 times, respectively. 
This indicates that those predicted classes became more 
referenced to actual ones. Meanwhile, UA values of 
both #1 and #6 classes were increased by 1.3 each. This 
points that those predicted classes became less 
misclassified.  

a)  b) 

Fig. 5. Fragments of initial (a) and final (b) land cover maps 
illustrating enhancement of artificial surfaces and inland wetlands 

classification 

Described enhancement is reflected by increase of 
SITS value after training samples clustering. It is 
significant, that among with increasement of PA and 
UA values of mentioned classes, number of their 
correctly classified training samples (TScor1 and TScor6) 
increased from 339 and 356 to 363 and 428, 
respectively. 

Thus, the developed approach enhances land cover 
classification accuracy of heterogenous landscapes by 
clustering training samples into homogenous 
subclasses.  

Further research should be aimed at approbation of 
the developed framework with application of other 
supervised and unsupervised methods. Also, this 
approach could be extended by additional criteria of 
training samples separability.  
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Abstract. The widespread practice of screening of the 

lungs by radiography makes it possible to analyze the 

chest area for the presence of extrapulmonary 

pathologies, such as cardiac pathologies. In many cases, 

it is advisable to assign the process of solving the problem 

of analyzing and marking up images to automated 

algorithms. This paper discusses the performance 

comparison of multiple deep learning models for heart 

segmentation on chest x-ray images. The information 

obtained can be used to improve the algorithms for 

recognizing pathologies in chest X-ray images. 
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I. INTRODUCTION

Due to the wide practice of lung screening by the 
method of chest radiography, extensive databases of 
chest X-ray images have been accumulated and there is 
a possibility, using these databases, to diagnose 
extrapulmonary pathologies. 

Despite the rather long history of image recognition 
systems [1], they still have not received widespread 
acceptance. This is largely due not only to insufficient 
technical development, but also to a lack of 
systematized knowledge in specific areas [2], which can 
be overcome by using deep learning methods (neural 
network methods) along with large amounts of data [3]. 

The processing of the entire volume of the obtained 
images and their diagnosis for a wide list of pathologies 
are complicated for medical institutions by the limited 
resources. In this regard, it is advisable to use the 
automation of segmentation and recognition processes, 
which already at the first stages of technology 
development makes it possible to redistribute the 
attention of doctors, focusing their attention on 

potentially pathological cases and returning attention to 
cases mistakenly identified as non-pathological. 

One of the ways to create an algorithm for the 
automatic analysis of heart pathologies on X-ray images 
of the chest is the use of neural networks. To train such 
models, a large amount of labeled data is required, 
which is not always available. In this paper, we consider 
the case of using a small dataset of marked up images 
(100 pieces) for marking (segmentation) a larger images 
dataset (more than 2 million images), which has only 
textual data on pathologies. That can be used for further 
semi-automatic images segmentation. 

Checking the impact of the training model 
hyperparameters on the result obtained during 
segmentation can help to reveal some patterns and 
indicate the disadvantages of the approaches chosen for 
the algorithm for the automatic analysis of heart 
pathologies on X-ray images of the chest. 

II. DATA

To train the models, an open database of annotated 
chest X-ray images from General Blockchain Inc, 
originally associated with COVID studies, containing 
100 images of various resolutions, was used (Fig. 1). An 
example of an image with a superimposed mask, 
rescaled to an aspect ratio of 1:1, is shown in Figure 1. 
For testing, an image database obtained from two clinics 
of the Republic of Belarus was also used. From it, a 
sample of 70,000 images was made, containing 35,000 
images with diagnosed cardiomegaly and 35,000 
images of healthy hearts (Fig. 2). All images were 
converted to 512x512 resolution, because under these 
conditions, the model did not rest against memory and 
performance limitations, and the result when working 
with this resolution turned out better, in comparison 
with the 256x256 resolution.    
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The peculiarity of this dataset is that the images for 
the final tests and the images for training were obtained 
on different equipment and their quality varies. 

Fig. 1. Sample from the training set 

The computational experiment was carried out on a 
computer equipped with an Nvidia RTX2070 video 
card (8 GB of video memory). Each run took 1-30 
minutes, depending on the number of epochs, the 
number of neural network layers, and other features of 
each launch. 

Fig. 2. Samples of used X-ray images 

Several preparatory algorithms have been developed 
using Python, the SQLite language and UNet deep 
learning model variations to provide cardiac 
segmentation on chest X-ray images. The operation of 
this algorithm can be divided into several stages: 
preparing a dataset by groups of interest in the SQLite 
database, collecting images by groups of interest in 
local image databases with simultaneous image 
preprocessing, training on the collected data in turn by 
all prepared training models. 

III. PERFORMANCE COMPARATION

The launch of training UNet, Simple ASPP, 
SegResNet, SegResNetVAE, DynUNet, VNet, 

RegUNet of neural network models showed the greatest 
promise of using UNet. 

 The effect of changing size of region of interest 
(ROI) was also investigated. Below are the masks 
generated by the trained model for four chest x-ray 
images (Fig. 3). 

Fig. 3. Examples of the obtained masks for images that were not 
involved in training 

At the stage of analyzing the impact of ROI changes, 
UNet was used in the configuration: 64, 128, 256, 512, 
1024. 

The behavior of the segmentation algorithm when 
using ROI of different sizes aroused interest. So, in the 
case of ROI = 96x96 (Fig. 3.a), the neural network learned 
to exclude from the mask only areas with a much lower 
density, creating a mask for the entire extrapulmonary 
region, despite learning from heart masks. 

The case with an increased ROI up to 384x384 
(Fig. 3.b) is characterized by an increase in the 
sensitivity of the neural network, more parts of the 
image were removed from the mask.  

a) ROI = 96x96

b) ROI = 384x384

c) ROI = 448x448; with cropping the result

d) Best ROI, U-Net 16-2048 configuration

e) Using residential units and cropping the result
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Adding an image cropping stage at the training stage 
before evaluating the accuracy at ROI = 448x448 
(Fig. 3.c) increased the focus on the heart region, but 
reduced the integrity of the image data perception by the 
algorithm, which resulted in a slightly changed nature 
of the resulting masks.  

Further optimization of the neural network 
parameters led to an increase in the number of UNet 
layers from 5 to 7, namely to the following 
configuration: 16, 64, 128, 256, 512, 1024, 2048. This 
configuration already allows us to achieve visually [4] 
and numerically better results (Fig. 3.d). Adding 
residential units (Fig. 3.e) further improves the quality 
of the resulting masks and reduces the number of large 
elements. At the last stage, it is possible to use basic 
algorithms for removing small elements and smoothing 
shapes to achieve a better result, but since the purpose 
of this work was only to study the behavior of models, 
such algorithms were not used. 

Typical masks obtained by the latest model, the 
neural network, which showed the best result, are 
shown in Fig. 4. Despite the small amount of training 
data, it was possible to approach a satisfactory result. 

Fig. 4. Best results 

 The graph for all the described models is shown in 
Fig. 5. The best final result on the Dice-metric was 
0.8484, losses -0.2983. The progress graphs of the 
learning model can be seen in Fig. 6. 

IV. CONCLUSION

The results of these experiments can be used for 
automatic and semi-automatic segmentation of the heart 
region on X-ray images of the chest, i.e. to expand the 
database of the marked-up data, which partially solves 
the problem of the availability of such data. The trained 
neural network can be used as a stage in training new 
models [5]. This data can also be used to build more 
accurate models of heart segmentation and classification 
of heart diseases, subject to additional image processing 
with standard computer vision algorithms and additional 
training of the model with updated output masks. Also, 

retraining of pre-trained models can be a promising way 
to improve performance [6]. 

Fig. 5. Comparison of the considered models 

Fig. 6. Evaluation of results in the learning process 

In the future, it is planned to work on an algorithm 
for the detection and classification of extrapulmonary 
pathologies on X-ray images of the chest, where the 
obtained information and results will be applied. 
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Abstract. Skeletons can be regarded as a compact 

shape representation in that each pattern can be 

completely reconstructed from its skeleton. One of the 

limitations of the application of the skeleton for object 

analysis and recognition is the existence of redundant 

skeleton branches. Skeleton pruning is an effective way 

to remove the redundant skeleton branches in the 

skeleton images. However, most of the existing pruning 

methods require manual tuning of the parameter to 

control the power of pruning, which is not convenient to 

use. In this paper, we have proposed a fully automatic 

pruning method that adjusts the power of the pruning 

according to the image and achieves good pruning 

results in the experiment.  

Keywords: skeleton, automatic skeleton pruning, 

skeletonization 

I. INTRODUCTION

Skeleton, also termed as medial axis, is an efficient 
and compact descriptor for pattern recognition. 
Skeletonization is a set of methods that extract the 
skeleton from the 2D shapes or patterns while preserve 
topology characters of the original image. After Blum 
[1] proposed the primitive skeletonization by
simulating the fire-grass, a large amount
skeletonization emerged. These methods can be
majorly divided into three major groups [2], which are
continuous geometric approach, continuous curve
propagation approach, and digital approach.

Continuous geometric approach generate the 
skeleton by focus on the properties of Blum’s medial 
symmetry axis. The most popular method under this 
category is the Voronoi skeletonization. These 
methods require many vertices to generate a proper 

polygonal approximation of a shape. Therefore, 
Voronoi skeletonization yield many unwanted skeletal 
branches [3] that contribute little information for 
overall shape. 

The continuous propagation curve approach [4] is 
modeled using partial differential equations, in which 
certain singularities occur, which are referred to as 
shocks. The flaw of this method is that the topology of 
the resulting skeleton may altered. 

The Digital approach of skeletonization is based on 
simulating Blum’s grassfire propagation as an iterative 
erosion on a digital grid under certain predefined 
topological and geometric rules [2]. By adopting the 
parallel strategy, these methods are very fast. In 
addition, these methods can suppress tiny boundary 
noise and avoid generating unwanted branches to some 
extent.  

One of the limitations of the use of the skeleton in 
the application is caused by the fact that there are 
many spurious skeleton branches that resulted from the 
small deformations along the boundary [5]. In order to 
overcome this problem and obtain clean skeletons, a 
lot of pruning algorithms have proposed by the 
researchers.  Xiang Bai and his team have proposed a 
pruning method by using the techniques of contour 
partition with discrete curve evolution [6]. Their 
method is guaranteed to preserve skeleton topology, 
does not shift skeleton, and does not shrink the 
remaining branches. Wei Shen [7] proposed another 
pruning methods by considering significance measure 
of bending potential ratio (BPR), in which the decision 
regarding whether a skeletal branch should be pruned 
or not is based on the context of the boundary segment 
that corresponds to the branch. Since their BPR 
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evaluates both local and global shape information, thus 
it is insensitive to local boundary deformation. 
HongZhi Liu and his colleagues have proposed a 
skeleton pruning algorithm based on information 
fusion [8]. They treat skeleton pruning as a multi-
objective decision-making problem. They combined 
different measurements of branch significance 
including region reconstruction, contour reconstruction 
and visual contribution. Guo Siyu has proposed a 
skeleton pruning method based on saliency sorting [9]. 
Their method decomposes a skeleton into a number of 
skeletal components (SCs), and terminal SCs are 
removed one by one according to a saliency measure. 
Then SCs may be merged into a new one after each 
removal. The removal process continues until the 
desirable number of terminals are achieved. 

These pruning methods are all worked well, but all 
of them have some parameters need to manual tuning. 
For examples, Bai’s method need to provide the stop 
parameter k, Shen’s method need provided the value of 
the filter threshold t, for Liu’s method, there are more 
parameters rather than one need to specify.  Because of 
these parameters are not very intuitive, a suitable 
parameter is hard to find. It is necessary to develop a 
method for automatically chose a proper parameter for 
pruning without any intervention of the people. 

In this paper, we have proposed an automatic pruning 
method based on the Bai’s pruning skeleton algorithm. 
The experiment on the images from the benchmark of 
MPEG-7 has proved that the proposed method can 
properly pruning the input skeleton for different shape 
image and produce a relative clean skeleton. 

II. PROPOSED METHOD

A. Motivation

For Bai's pruning algorithm, which is based on the
discrete curve evolution partition method [10–12], a 
parameter k  (which should above or equal three) is 
required for calibrating the strength of pruning. The 
value of the parameter k can dramatically alter the 
level of completeness of the resulting skeleton. As 
shown in Fig. 1. Therefore, to generate a proper 
skeleton, It is necessary to manually select a proper k 
for each shape according to the real human visual 
perception. Whereas, the intervention of people will 
dramatically reduce the efficiency of the 
skeletonization. A complete automatic pruning method 
is very helpful to extract a relatively good skeleton in a 
high-efficiency way. 

Since Bai's method can generate hierarchical 
skeletons, it has the potential to conduct pruning 
automatically. It can be noticed that in Fig. 1., when k 
is set as the lowest value 3, there only three skeleton 
branches are reserved, which is not good for 

representing the original star. With the increase of the 
k parameter, more and more skeleton branches are 
retained. 

k = 3 k= 4 

k = 5 k = 13 

k = 30 k = 70 

Fig. 1. The result skeleton under different parameter k 

When the k is rise to 5, the extracted skeleton 
already can represent the original structure well. But if 
we continue to enlarge the value of the parameter k, 
many unwanted branches are also introduced. This 
inspires us to propose an automatic pruning method 
based on Bai's method. 

B. Detail of the Proposed Method

Before introducing the proposed method, the
original input binary image I should first respective 
processed by the skeletonization algorithm to extract 
the skeleton and discrete curve evolution algorithm to 
extract the salient points. For the skeletonization 
algorithm, we chose to use the algorithm proposed in 
[13], since it has a good performance in terms of 
computational speed and can suppress slight boundary 
noise, which can effectively reduce workload in the 
pruning procedure. In the discrete curve evolution 
algorithm, we followed Bai’s method. The skeleton 
and salient points are denoted as S and P respectively.  
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Fig. 2. The black pixels are skeletal pixels, the grey pixels are the 

deleted pixels during skeletonization, the yellow pixel is the 

endpoint, the green window is the 8-neighborhood of the endpoint, 

the red circle highlight the salient point 

The proposed method begins with pairing all the 
endpoints E in the skeleton S with their nearest salient 
point P. Endpoints  are referred to those foreground 
pixels that have only one foreground neighbor in his 8-
neighborhood (See Fig. 2). Then we sort these 
endpoints from large to small according to the value of 
their paired salient points. Hereafter,  we iteratively 
reconstruct the original image from the partial skeleton 
which consisted by the partial skeleton branches that 
directly connected to the selected endpoints. In the first 
iteration, we only select the top three endpoints. Next, 
two comparisons  are conducted which are the area 
comparing of current reconstruction image R with the 
original image I, and area comparing of current 
reconstruction with the last reconstruction. If the 
reconstruction image R cannot cover most of area of 
the original image or there is obvious area increment in 
reconstruction images between two successive two 
iterations, then including more endpoints in sequence 
and continue iteration. We summarize the whole 
process into the following algorithm. 

Automatic pruning method  

Input : Skeleton S, Salient Points P, Original image I 

Output: Pruned Skeleton PS 

Step 0: Initialize the all the pixels in Pruned Skeleton 
PS and in the reconstruct image R1 are backgrounds 
pixels, set count as 0. 

Step 1: Search all the endpoints in S, paired them with 
the nearest P, and conduct the sort. 

Step 2: Reconstruct the image by using top (count+3) 
endpoints along with their skeletal branches and saved 
it as R2.  

Step 3: If the area(R2-R1)/(area(R1)+1) is above 0.1 
or area(I-R2)/area(I) is less than 0.9 then jump to step 
4, otherwise jump to step 5. 

Step 4: count = count+1, R1 = R2, jump to step 2. 

Step 5: Pruned Skeleton PS are constructed by the top 
(count+3) endpoints along with their skeletal branches. 
Return PS. 

III. EXPERIMENTS AND COMPARISON

In this section, we will compare the result of the 
proposed method and the result of the Bai’s method. 
We have specified the proper parameter k according to 
our eye-level view assumption in advance. In the other 
hand, to enhance the contrast, we also presented the 
original skeleton that extracted by [13]. All the test 
images are come from the benchmark of the MPEG-7. 

Bai’s method (k = 3) Skeleton without pruning 

Pruned Skeleton by using proposed automatic pruning 

Fig. 3. Skeleton generated from the device4-17 of the MPEG-7 

Bai’s method (k = 15) Skeleton without pruning 

Pruned Skeleton by using proposed automatic pruning 

Fig. 4. Skeleton generated from the device6-18 of the MPEG-7 
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Bai’s method (k = 10) Skeleton without pruning 

Pruned Skeleton by using proposed automatic pruning 

Fig. 5. Skeleton generated from the device3-18 of the MPEG-7 

From Fig. 3 to Fig. 5, it can be noticed that for the 
different input images, although Bai’s method 
generates very good skeletons, which maintained the 
topology component and succeeds in deleting 
unwanted branches that are caused by the boundary 
perturbation, the parameter k are different. In Fig. 3, 
the proper parameter of k is 3, whereas in Fig. 4 and 
Fig. 5, appropriate value of k is changed into 15 and 10 
respectively. In the contrast, the proposed method does 
not need to change any parameter and can provide a 
relatively satisfactory result. In each figure, the image 
of the skeletons without pruning are the input of the 
proposed method. They are not the input of the Bai’s 
method. By the way, the skeletonization method used 
in Bai’s method is the skeleton growing algorithm [14], 
which is slow but more accurate. Then when we 
compared the result of the proposed method and its 
input original skeleton, it is obvious that there are a lot 
of unwanted branches that have been filtered. 
Therefore, the proposed method is a good automatic 
pruning method that without the need to manually 
tuning parameter for different images. 

IV. CONCLUSION AND FUTURE WORK

In this paper, we have proposed an automatic pruning 
method based on the Bai’s pruning algorithm that by 
using the discrete curve evolution for partition contour. 
In the proposed method, manually tuning of the pruning 
parameter is not necessary, which is inevitable in many 
pruning algorithms. Therefore, proposed method is more 
convenient than others pruning algorithm to use. On the 
other hand, the proposed method generates an enough 
clean skeleton, in which many unwanted branches are 
removed. The result of the proposed method is close to 
the Bai’s method, so it also has the potential to use in 
shape similarity, which is also one of the merits of the 
Bai’s method. 

In the future, it is interesting to further inspection 
the performance of the proposed method, such as 
comprehensive comparing the skeleton extraction with 
Skeleton Grafting method [15], which is an automatic 
extract method rather than a pruning method. Another 
interesting direction is to explore the shape similarity 
by using the result of the proposed method. 
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Abstract. This paper describes the main functions 

and architecture of software control system for 

equipment of critical sizes inspection for layouts of 

integrated circuit on basis of computer vision. 

Advantages of the developed architecture are described, 

as well as its application for image processing of 

integrated circuit layouts. The system allows identifying 

effectively defects what it is especially important for 

Very large-scale integration manufacturing based on 

submicron technology. 

Keywords: image processing, VLSI, automatic layout 

inspection, control and measurement equipment 

I. INTRODUCTION

The equipment of integrated circuits (ICs)layout in 
section is characterized by a large diversity and 
essentially differs in degree of complexity: from 
simple visual inspection tools for mass production to 
the most complex automatic inspection and 
measurement systems which are used both in R&D of 
new technologies and devices, as well as in the large-
scale production. Automatic inspection and 
measurement system for defects in semiconductor 
wafers is already used in microelectronics [5]. 
Scientific and technical group of dedicated designers, 
technicians and production engineers which develops 
and supplies special systems for realization of critical 
technologies in microelectronics and precise 
engineering are foundation for development and 
further growth of modern technology. 

Modern means of developing ICsare aimed at 
reducing time for mastering and launching new 
products into production, as well as reducing cost of 
digital equipment during its mass production. Such an 
opportunity is provided by technological base, 
including machine (computer) vision systems, which 
are an integral part of modern technology for the 
design and production of ICs. 

In connection with updating new submicron design 
standards and increasing complexity of the ICs 
themselves, it becomes necessary to solve problems of 

processing, storing, receiving and transmitting large 
amounts of data obtained during lithographic process of 
ICs design. Original approaches for image processing 
allow to fully complying with conditions of submicron 
manufacture of Very large-scale integration (VLSI) and to 
reduce cost of production. The object of the study is 
process of critical dimensions inspection on the 
photomasks and VLSI layouts. The processing consists of 
image analysis, generating reports based on the previous 
analysis results, controlling the focusing system, 
coordinate table and other external devices, as well as 
synthesis of routines for the automatic operation of control 
equipment for monitoring of layout critical sizes. 

The developed Software Control System (SCS) for 
equipment of ICs layout inspection is based on 
machine vision and provides the following functions: 
image preprocessing taking into account design and 
technological constraints; image processing and 
analysis with support for third-party video camera 
equipment; image analysis to control design and 
technological constraints; storage and access to data 
with the ability to import and export data in various 
formats; program synthesis for automatic operation; 
management of third-party mechanisms; data 
visualization. The main analogs of the SCSare the 
Olympus MicroSuite FIVE software systems from 
Olympus Corporation (Japan) and NIS-Elements 
Microscope Imaging Software from Nikon Instruments 
Inc. (USA). Analogs of installations for monitoring 
critical dimensions and their approximate cost: LEICA 
LWM – 4.8 million dollars, KLA Tencor IPRO – 5 
million dollars. 

II. SCS USE CASES

Use cases can be divided into main and minor. 

The main cases consist of: loading an object (as 

emiconduct or wafer or its photomask) – preparing the 

object for further work (preliminary orientation in 

space, moving to the working area); unloading of the 

object – removal of the object from the working area to 

the storage (container, cassette); initialization of the 

installation and basing of mechanisms – loading data 
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describing the initial state of the equipment for solving 

a specific problem, and setting the mechanisms to the 

appropriate state/position; movement control of the 

coordinate table – formation of generalized commands 

to control the movement of the coordinate table; 

alignment and orientation – binding of the reference 

system and the coordinate system of the object to the 

coordinate system of the installation; control of 

dimensions – launching algorithms for control and 

measurement of dimensions; automatic measurement – 

launching algorithms for automatic measurement of 

dimensions; sizing of elements – launching algorithms 

for determining the size of the image; mechanism 

control – preparation of equipment control commands 

(meta-commands) and corresponding parameters; 

generating of control commands – transformation of 

meta-commands into the format required by 

microcontroller for equipment control; creation of a 

control program for automatic mode – generate a list 

of control actions with appropriate parameters and 

their saving as a file or record in a database (DB); 

creation of a map-structure of an object – preparation 

of a description of the structure of an object for its 

further study; save the results of control – the results of 

PC operation into a structure intended for further 

storage in the DB and the subsequent saving of the 

received data block using the DB.Minor use cases for 

user identification are required to delimit access to 

SCSfunctionality. 

Fig. 1. Architecture of the image processing and analysis system 

III. SCS ARCHITECTURE

SCSconsists of several subsystems; one of them is 
an image processing and analysis system. The 
architecture of the image processing and analysis 
system can be described in form of a diagram of its 
components (Fig. 1). The diagram (Fig. 1) describes 
composition and interconnections of image processing 
modules control module, which is designed to select 
algorithm implementations specified by parameters and 
coordinate for the interaction of the modules; the 

module for operation uses data received from source 
ICommandSource; the image loading module, which is 
used to retrieve individual images from an 
IFrameSource image source; the dynamic library 
loading module that loads dynamically loaded libraries 
containing implementations of various algorithms for 
image processing and analysis, and also provides a 
general interface for accessing the loaded functionality; 
the modules that implement image processing 
algorithms –they are dynamically loaded from libraries, 
as well as an interface processing algorithm that allows 
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you to call various algorithms sequentially; the image 
processing module that calls the selected 
implementation of the image processing algorithm (or 
their chain); the image analysis module that is designed 
to analyze processed images and transfer the analysis 
results to IProcessingResultStorage storage module. 

The ability to use the dynamically loaded libraries 

provide a compatibility of the system with image 

processing algorithms that are implemented in form of 

such libraries. Thus, the system under development can 

use the following image processing algorithms [1–11]: 

ContrastCorrection; GammaCorrection; Invertion; 

LaplaceFiltration; MeanFiltration; MedianFiltration; 

Morphological Closing; MorphologicalDilatation; 

Morphological Erosion; Morphological Opening; 

ThresholdBinarization. The functioning of the system 

is carried out according to the generalized algorithm, 

the steps of which are given below. 

Step 1. Loading operation parameters from the 

command source ICommandSource.  

Step 2. Loading dynamic libraries. 

Step 3. Preparation of the algorithms' 

implementations required for processing. 

Step 4 If the images in the IFrameSource are still 

available, then go to step 5, otherwise go to step 10.  

Step 5. Loading image from source. 

Step 6. Image processing with the selected 

algorithm or algorithms. 

Step 7. Analysis of the processed image. 

Step 8. Saving the analysis result to the 

IProcessingResult Storage result storage. 

Step 9. Go to step 4. 

Step 10. Completion of work. As noted earlier, the 

software module for image processing and analysis, 

almost all elements of the SCS should be a set of 

dynamically loaded libraries containing supported 

functions. The following classes were implemented:  

- interfaces: IFrameProcessor– interface for

implementing image processing algorithms; 

IFrameAnalyser - interface for image analysis 

algorithms; IFrameProcessingAndAnalysisTool– 

interface of the control module;  

- data classes: FrameProcessingState - the result of

image processing; FrameAnalysisResult – result of 

image analysis; 

ProcessingAndAnalysisResultsContainer – combined 

result of image processing and analysis; 

- class factories: FrameProcessorFabric – the

factory for image processing algorithms; 

FrameAnalyserFabric – the factory for image analysis 

algorithms; FrameProcessingAndAnalysisToolFabric – 

control module implementations factory; 

- processing/analysis chains: 
FrameProcessorChainProxy – a chain of image 
processing algorithms; FrameAnalyserChainProxy – 
image processing analysis chain; 
FrameProcessingAndAnalysisTool – implementation 
of the control module; DynamicLibraryLoader – 
module for loading dynamically loaded libraries; 
DynamicLibraryLoader::Handle – handle to the loaded 
dynamic library (the class is a subclass of the 
DynamicLibraryLoader class); 

- classes that implement image processing
algorithms: ContrastCorrection-FrameProcessor– 
contrast correction;GammaCorrectionFrameProcessor– 
gamma correction; InvertionFrameProcessor– color 
inversion; LaplaceFiltration-FrameProcessor– Laplace 
filter; MeanFiltrationFrame Processor – averaging 
filter; MedianFilterationFrame Processor – median 
filter; MorphologicalClosingFrameProcessor– 
morphological closure; Morphological-
DilatationFrameProcessor – morphological dilatation; 
MorphologicalErosionFrameProcessor– morphological 
erosion; MorphologicalOpeningFrameProcessor – 
morphological opening; ThresholdBinarizationFrame-
Processor – threshold binarization. 

The SCS includes implementation of main function 

by special systems and subsystems: an image 

processing and analysis system, including a video 

camera subsystem for preparing data for use; a control 

system for functional linking of other systems and 

subsystems; the mechanism control system for 

generating unit control commands; graphic user 

interface for the user to control the functioning; 

subsystem of interaction with the DB for storing the 

results of inspection; a subsystem for control program 

generation (description preparation of the 

configurations of operation used in the automatic mode 

of operation). In addition, each of the systems must be 

implemented with a sufficiently high level of 

abstraction to ensure uniform operation when using 

different video equipment and control equipment. So 

when choosing an design pattern for software package, 

the following criteria were used: modularity; openness; 

configurability; separation of graphical user interface 

and functionality. The most convenient design pattern 

based on the listed before criteria is MVC (Model-

View-Controller). MVC pattern with some 

modifications allows to take into account mentioned 

above criteria and requirements to the architecture of 
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the SCS: the control system must be able to receive 

commands from several sources – an interface for 

receiving control commands is added for converting 

general view commands (meta-commands) into specific 

commands for such equipment; the control system must 

be able to receive a video stream from several sources – 

an interface for receiving video data is added, which 

converts various data formats to a single format an 

interface for receiving control commands is added for 

converting general view commands (meta-commands) 

into specific commands for such equipment, the virtual 

data model that stores a description of the state of the 

parameter control process is implemented. 

The developed architecture of the SCS is shown on 

Fig. 2. The work of the SCS is carried out as follows:  

1. Initialization of user work by issuing control

actions to the control system (by the user interface or 

loading the configuration for automatic operation). 

2. Transformation of control commands, if

necessary. 

3. Receiving data from video camera using the

appropriate SDK, convert data for processing. 

4. Processing and analysis of data by appropriate

subsystems. 

5.Transmission of video stream and analysis results 

in the control system, if necessary, format conversion. 

6. Development of control actions by the decision-

making subsystem (decision based on the received 

commands, video stream and analysis results). 

7. Transferring of data at the control process to the

virtual data model. 

8. Signal transmission when changes the state of

the model from the virtual data model to the graphical 

user interface. 

9. Request the required data graphical user interface

from the virtual data model and retrieving them. 

10. Transmission commands of control to

equipment by the decision-making subsystem through 

the appropriate next path (interface, the mechanism 

control system and the corresponding 

Software Development Kit (SDK)). 

11. Save the results of control in the DB.

Fig. 2. Architecture of the SCS 

IV. CONCLUSION

The general architecture of program complex for 
control of equipment for monitoring of critical size 
based on machine vision systems has been developed, 
which allows working with big input data and easily 
adapted to specific equipment.  

In this paper, the requirements and the structure of 

the SCSare described. technology allows identifying 

effectively defects that is especially important for 

software engineering for equipment of critical sizes 

inspection of VLSI manufacturing based on submicron 

technology. 

The developed software provides the following 

functions: 
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- image preprocessing taking into account design

and technological restrictions; 

- image processing and analysis with support of

different video equipment; 

- image analysis for inspections of manufacturing

operations; 

- storage and access to data with the ability to

import and export data in various formats; 

- synthesis of the program for automatic operation

mode; 

- control of different mechanisms;

- data visualization.

The architecture of the software system was

developed, providing possibility of flexible adjustment 

of general algorithm of image processing and analysis. 

The user can independently compose chains of simple 

algorithms to obtain more complex ones. It is also 

possible to connect external routines. The operation 

parameters and automatic processing programs are 

stored in the database. 

The software is used in production of competitive 

precision equipment for VLSI manufacturing what 

determines its practical importance: for automatic 

photometry with precision laser focusing system; for 

automated microsize inspection system; for mask 

pattern coordinates measurement system, equipment 

for mask pattern generation and inspection. 

A significant advantage of equipment of the 

controlled of SCS and developed by JSC Planar for the 

production of VLSI over foreign counterparts is that it 

is designed on a single design and technological base, 

realizing full hardware, software and metrological 

compatibility of the entire set of installations operating 

in a single technological cycle for Embodiments in 

silicon of critical technologies of the microelectronic 

industry. 
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Abstract. In this paper, the problem of cloud 

detection in the processing of aerospace images is 

considered for further use of images in monitoring 

systems for natural complexes. The existing methods of 

cloudiness recognition on aerospace images are 

analyzed, an approach based on an admissible range of 

values is proposed for solving a particular class of 

problems. An experimental comparison of the 

algorithms is carried out, and on the basis of the 

results obtained, the effectiveness of the proposed 

method is determined. An approach is identified for 

the most complete removal of cloudiness from the 

image. 

Keywords: cloud detection, aerospace images, 

monitoring, GIS 

I. INTRODUCTION

Aerospace images can be used in monitoring 
systems for natural and other complexes. In this case, 
it is important to improve the regularity of earth 
remote sensing data updates. The presence of partly or 
overcast clouds in images can significantly increase 
the refresh period, so it is important to use informative 
pixels even from images that contain clouds. One of 
the possible solutions to this problem is to identify and 
replace pixels containing clouds with pixels from the 
previous image with informative data. 

The research was carried out as a part of the 
development of a methodology for determining the 
level of fire hazard using aerospace images in fire 
hazardous periods (from March to October) 2019-2020 
for the territory of the Volozhin forestry enterprise. 
During the selected interval (245 days) in 2019, 
Sentinel-2 satellites took 61 images with a cloud 
percentage of no more than 20% and 81 images with 
no more than 40% cloud cover; in 2020, 36 and 64 
images were taken, corresponding to a cloud level of 
no more than 20% and 40%, respectively. So, the 
average frequency of taking images with an acceptable 

cloud level is at least 3 days, which confirms the 
relevance of the task. 

II. CLOUD DETECTION ALGORITHMS

The Braaten-Cohen-Yang method [1] uses the 
threshold condition to determine the presence of 
cloudiness in the considered pixel based on the 
values in spectral channels B3 and B4 of Sentinel-2 
satellite images [2]. The efficiency of this fairly 
simple algorithm on the Hollstein dataset reaches 
73% of the classification accuracy. Most of the errors 
arise from the definition of snow as a cloud and the 
inability to detect thin clouds. 

A Scene Classification Layer (SCL) layer is 
available for Sentinel-2 satellite images. The Scene 
Classification Algorithm [3] generates classification 
maps that include four different classes of clouds 
(including cirrus) and six different classifications 
for shadows, cloud shadows, vegetation, soil or 
deserts, water and snow. The algorithm detects 
pixels with clouds or cloud shadows and is used for 
replacing pixels with clouds based on the SCL 
classification. 

The approaches described above are universal, 
they affect in their changes only pixels that contain 
clouds, and do not affect other pixels that can 
potentially contain information useful for research. 
However, in the case of solving a certain problem, it 
is possible to sacrifice pixels, that don’t contain 
cloudiness, and will not be used in the future. Then, 
for the pixels of interest a range of values can be 
determined to be enough large in order to guarantee 
the extremely low probability of the value of the 
pixels of interest to fit in range. The pixels with 
values outside the specified range are determined as 
potentially containing clouds and they can be 
replaced with pixels from the previous image. 

The interest of this study is an information about 
forest vegetation, the analysis of the spectral channel 
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B2 of various images with cloud percentages from 
close to 0% to 50% and higher was carried out. 
Information on forest vegetation is predominantly in 
the range from 200 to 400, while pixels containing 
cloudiness generally have values greater than 800 
and 1000. Pixel values that are greater than 800 and 
1000 also corresponded to agricultural areas and 
settlements. This confirms the previously presented 
hypothesis and suggests that replacing pixels with a 
value greater than 1000 (or 800) in spectral channel 
B2 will not affect pixels with useful information 
about forest areas, but will replace most of the pixels 
"polluted" by clouds. 

It should be noted that such an approach will not 
allow identifying all types of cloudiness, and does 
not allow taking into account the presence of cloud 
shadows in the images. Since each method has both 
strengths and weaknesses, it is likely that sequential 
application of several methods for replacing cloudy 
pixels will reveal the largest number of cloudy 
pixels. 

III. EXPERIMENTAL COMPARISON OF ALGORITHMS

When conducting an experimental study, the 
effectiveness of the described methods was analyzed 
both separately and as a result of joint application for 
the same image. For the best assessment of the 
methods, an image of the Volozhin forestry 
enterprise from 06/17/2020 was selected, containing 
various types of clouds, as well as cloud shadows; a 
fragment of its spectral channel B2 is shown in Fig. 
1, a. As the previous donor image contains a low 
percentage of cloud cover, the image from 
06/17/2020 was used; a fragment of the spectral 
channel B2 in Fig. 1, b. The result of applying the 
Braaten-Cohen-Young method is shown in Fig. 1, c; 
method based on the classification of scenes 
Sentinel-2 – in Fig. 1d; method for analyzing channel 
B2 values with a range of values from 0 to 1000 – in 
Fig. 1, e. The result of sequential application of these 
three methods is shown in Fig. 1, f. For a 
representative visual comparison, all images are 
displayed in a gradient from black to white in the 
range from 0 to 2000. 

IV. RESULTS AND CONCLUSIONS

Visual analysis of the obtained images allows us to 
make the following conclusions:  

1) The Braaten-Cohen-Young method is better than
other methods to recognize transparent and translucent 
clouds, as well as cloud shadows. At the same time, 
this method is much worse than the others in 

processing continuous clouds, without replacing 
individual pixels within the cloud. 

2) The Sentinel-2 scene classification method is
well suited for replacing pixels within overcast clouds. 
This method poorly handles transparent and semi-
transparent edges of clouds, replacing only part of the 
pixels in the center of such clouds. The algorithm does 
not detect pixels covered with haze or shadowed by 
clouds. 

3) The method based on the analysis of the values
of the spectral channel B2 with an allowable range of 
values from 0 to 1000 according to the results of the 
work is close to the method based on the classification 
of scenes, but it is better for processing 
semitransparent clouds and the boundaries of 
continuous clouds. The handling of transparent clouds 
and cloud shadows is also low. 

4) The combined use of the three considered
methods allows you to use the advantages of each of 
the methods and mutually reduce their disadvantages. 
The resulting image contains a minimum of cloudiness 
compared to the results of using the methods 
separately. 

Fig. 2. Histogram of the percentage of replaced pixels
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a) b) 

c) d) 

e) f) 

Fig. 1. Spectral channel B2: a) image for June 17, 2020, without processing; b) image for 06/10/2020, without processing; 

c) image for 06/17/2020, cloud replacement using the Braaten-Cohen-Young method; d) image for June 17, 2020, cloud cover

change according to SCL classification; e) image for 06/17/2020, cloud cover replacement according to the allowable range

of values  from 0 to 1000; f) image for 06/17/2020, replacement of clouds by successive application of three methods
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A numerical assessment of the effectiveness of 
each of the methods is the percentage of detected 
pixels containing clouds of the total number of pixels 
belonging to forest areas, it is shown in Figure 2. For 
a selected day with a high percentage of cloudiness, 
the method based on the classification of Sentinel-2 
scenes marked about 40% of pixels as containing 
clouds. The proposed approach based on the range of 
values noted by a quarter more pixels (more than 
50%), while the spatial distribution of the detected 
cloudiness correlates with the results of the SCL 
method, expanding the selected areas (Fig. 3, a, b). 

The Braaten-Cohen-Yang method revealed almost 
twice number of pixels (about 90%) containing 
clouds compared to other methods. However, upon 
visual analysis (Fig. 3, c), it can be seen that this 
method did not reveal individual pixels within the 
areas of continuous clouds, which were replaced by 
other methods. Therefore, the combined application 
of all three methods for the test image revealed the 
largest number of pixels with cloudiness (98% of the 
total number), making it possible to combine the 
advantages of different methods. 

a) b) 

c) d) 

Fig. 3. Map of forest areas (blue color – pixels marked as containing clouds; orange color - pixels marked as not containing clouds;  

white color - pixels outside forest areas) as a result of cloudiness replacement: a) according to SCL classification; b) by the allowable 

 range of values from 0 to 1000; c) by the Braaten-Cohen-Young method; d) sequential application of three methods 

The research clearly demonstrates that the 
sequential application of various methods for 
identifying pixels containing clouds is most effective. 
At the same time, in the case of solving a highly 
specialized problem, filtering areas based on the 
allowable range of values is also a reason-able 
approach and allows you to identify a larger number 
of pixels containing clouds. 
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